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Abstract 
There is a vast use of Internet in the  year 2020 in almost every areas.  Every body and every areas  has gone 

online due to lockdown amid COVID.  Staring from school education , professional education , research 

banking even if  Kindergarten kids have gone online successfully. [1] Every device and every equipment in the 

modern world carries forward the interesting area Machine Learning into our lives one step closer. The field of 

speech and audio recognition is not new but has found widespread usage and general public interest with devices 

like Alexa.  Identification of  words, languages  and  tones is the primary goal of  efficient Speech Recognition 

software, system or application. The accuracy in case of Speech recognition System is of paramount importance 

as it may lead to misinterpretation of commands and thus may result in unintended function of the system. The 

most popular tool to implement Machine learning projects in Speech Recognition is Python. Keras is a 

framework which is primarily used for implementing Artificial Neural Network. The work presented in this 

thesis is to identify a specific word out of a set of words by training the neural network model in Keras 

implemented in Python.[2]  
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1. Introduction 
 

Speech recognition systems are ubiquitous these days – from Apple's Siri to Google Assistant. These are all new advents 

though brought about by rapid advancements in technology. The exploration of speech recognition goes way back to the 

1950s.These systems have been around for over 50 years.In this paper , I propose to develop an application of audio signal 

identification and classification based on training and testing my model on datasets of sounds collected over a sample 

space. The work is proposed to be implemented in Keras which is a Machine Learning implementation platform based on 

Python and runs on top of Tensor Flow. The IDE shall be Jupyter notebook. In order to perform this task, I used an 

Anaconda environment (Python 3.7) with the following Python libraries.[3],[4] 

2. Results 

The following results discussed and some of the results are depicted in the form of screenshots are obtained by comparing 

the accuracy of Speech Dataset by varying the Keras Loss Models and Optimizers. The dataset included four different 

words namely “Cat”, “Dog”, “Yes” and “No”. Each word is spoken by approximately 1750 different persons. The dataset 

is in the form of wave files. I have taken two Optimizers and two Loss Models into consideration while compiling the 

Model. Both the optimizers and the Loss models are explained in detail in the previous chapter. Optimizers are: 
 

1. Nadam- Nesterov-accelerated Adaptive Moment Estimation 

2. SGD- Stochastic Gradient Descent 
 

Two Loss Models namely Probabilistic Loss and Regression Loss are compared for accuracy. In my experiment the Jupyter 

notebook is running on Ubuntu machine , so it is launched from terminal by running the following command >> jupyter 

notebook. It opens in default browser, which in my case is brave. The modules are imported in jupyter notebook in the 

first cell. It is very convenient to work in cells as it makes the code modular. Each cell is executed individually and can be 

debugged separately thereby making the work flow very streamlined. Data is in the form of wave files. 

Table 1 Accuracy Measurement over 15 Epochs (iterations) 

 

Loss Model/ Optimizer NADAM SGD 

Categorical Cross Entropy 97.92 % 33.66 % 
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Mean Squared Error 95.79 % 32.15 % 

 

Table 2 Loss Measurement over 15 Epochs (iterations) 

Loss Model/ Optimizer NADAM SGD 

Categorical Cross Entropy .0594 1.3420 

Mean Squared Error .0157 .1835 

 

Analysis of wave files is performed and the audio wave is displayed in the run window with the help of matplotlib 

module. Audio files are plotted using matplotlib module. The dataset included four different words namely “Cat”, “Dog”, 

“Yes” and “No”. Each word is spoken by approximately 1750 different persons. Listdir method is used for defining classes. 

Data Wrangling is the process of cleaning the data and extracting relevant and clean data for testing and validation purpose. 

More the data is clean and meaningful, more is the accuracy of the prediction made by the model on test data. First, second 

and third convolution layers are defined for the neural network. Various modules are imported from Keras. Also, training 

and test data is defined in the 80-20 ratio. Maxpooling and Dropout is carried out on all the layers namely input layer, 

output layer and hidden layer of neural network. Batch normalization is also performed on all the inputs. Using python's 

inbuilt modules and methods, various operations are performed. Here modelfit is being done on training data on a batch 

size of 32 and 15 epochs. Sound file and sound device modules are installed using Python.  

The command used for the same is 'pip install'.Whichever module is required to be installed using pip installer, must 

be registered with python's official website. There are numerous modules available contributed by Python community. 

After the model is compiled for the different combinations of loss model and optimizer, it is seen that the epochs have 

started to run. In my paper, I have taken 15 epochs for set of two loss models and two optimizers. Model is compiled 

taking the validation data for Categorical cross entropy loss and NADAM optimizer. In this I have done total of 15 epochs 

which took an approximate time of 9 hours. As the epochs progress from 1 to 15, it is observed that loss reduced from 

0.1081 to 0.8594. However, the accuracy of the model increased from 96.43% to 97.92% in 15 epochs. Model is compiled 

taking the validation/test data for Categorical cross entropy loss but here optimizer is changed to SGD. Slight variation in 

the values of loss and accuracy is seen in this case. Here, a total of 15 epochs have been done which took an approximate 

time of 9 hours.  

As the epochs progress from 1 to 15, it is observed that loss reduced from 1.4018 to 1.3420. However, the accuracy of 

the model remained very low and increased from 29.47% to 33.66% in 15 epochs. Model is compiled taking the 

validation/test data for Mean Squared Error along with NADAM. Here, a total of 15 epochs have been done which took 

an approximate time of 9 hours. As the epochs progress from 1 to 15, it is observed that loss reduced from 0.1668 to 

0.0157. For this loss optimizer combination, the model accuracy has drastically increased from 44.41% to 95.79% in 15 

epochs.[6] Model is compiled taking the validation/test data for Mean Squared error loss but here optimizer is changed to 

SGD. Slight variation in the values of loss and accuracy is seen in this case. Here, a total of 15 epochs have been done 

which took an approximate time of 9 hours. As the epochs progress from 1 to 15, it is observed that loss reduced from 

0.1914 to 0.1835. However, the accuracy of the model remained very low and increased from 29.31% to 32.15% in 15 

epochs.[7] 

 

3. Conclusion 

The results clearly suggest that probabilistic approach towards prediction of the speech data or speech recognition are best 

suited and recommended. Categorical cross-entropy which is a probabilistic loss model works best for speech data as 

opposed to Mean sqaured error loss model which is a regression loss model. The reason could be attributed to highly 

unpredictable and almost infinte set of speech data population. [17],[18] The reason for this the effect of local dialect, 

gender, pitch, nasal toning and personalized pronunciations. 

The second conclusion is the optimizer choice, NADAM is recommended over SGD for the simple plain reason that 

the gradient descent underperforms in more dynamic and vivid datasets as compared to the adaptive optimizers like ADAM 

or NADAM. 

 

Future Scope 

The work in this paper may be extended or extrapolated to larger datasets with hundreds of words. The results can be 

directly applied in the decision making for the choice of loss models and optimizer selection while designing such a speech 

or audio recognition software [19]. Future scope of this thesis includes work on Music Recognition. Music, Vocal, 
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instrument are areas where prediction and recognition can be performed to enhance the user experience and learning. The 

simulation results can be obtained much faster with GPU machines and using tensor-flow and keras for GPU. More 

advanced areas of Human Speech Recognition such as Natural Language Processing, Mood Predictor, Predicting the 

Emotional State of mind through speech modulation could also be implemented using advanced neural Networks. This 

time, what we call as a New Normal has now started to become an integral part of our personal, social and professional 

lives and all of us have now started to camouflage with the machines we have known but never thought could have become 

our tool, our medium, our connection with everything outside our homes. Artificial Intelligence and Machine Learning 

which otherwise also was going through the depths of research and development, but has now gained even more attention 

than ever. 

Here, in this paper, I have explored Natural Language Processing application, a subdomain of AI and Machine Learning 

so that in future we are able to build and create much more interactive and human like experience with machines. 
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