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ABSTRACT 

Sign Language Recognition (SLR) targets on interpreting the sign language into text or speech, so as 

tofacilitate the communication between deaf-mute people and ordinary people. This task has broad 

socialimpact, but is still very challenging due to the complexity and large variations in hand actions. 

Existingmethods for SLR use hand-crafted features to describe sign language motion and build classification 

modelsbased on those features. However, it is difficult to design reliable features to adapt to the large 

variations ofhand gestures. To approach this problem, we propose a novelconvolutional neural network 

(CNN) whichextracts discriminative spatial-temporal features from raw video stream automatically without 

any priorknowledge,avoidingdesigningfeatures.Toboosttheperformance,multi-

channelsofvideostreams,including color information, depth clue, and body joint positions, are used as input to 

theCNN in order tointegrate color, depth and trajectory information. We validate the proposed model on a real 

dataset collectedwith Microsoft Kinect and demonstrate its effectiveness over the traditional approaches based 

on hand-crafted features. 

 

INTRODUCTION 

Sign language, as one of the most widely used communication means for hearing-impaired people, is 

expressed by variations of hand-shapes, body movement, and even facial expression. Since it is difficult to 

collaboratively exploit the information from hand-shapes and body movement trajectory, sign language 

recognition is still a very challenging gask. This paper proposes an effective recognition model to translate 

sign language into text or speech in order to help thehearing impaired communicate with normal people 

through sign language. 

Technically speaking, the main challenge of signlanguage recognition lies in developing descriptorsto express 

hand-shapes and motion trajectory. In particular, hand-shape description involves tracking hand regions in 

video stream, segmentinghand-shape images from complex background in each frame and gestures 

recognition problems. Motion trajectory is also related to tracking of the key points and curve matching. 

Although lots ofresearch works have been conducted on these twoissues for now, it is still hard to obtain 

satisfying result for SLR due to the variation and occlusion of hands and body joints. Besides, it is a nontrivial 

issue to integrate the hand-shape features and trajectory features together. To address these difficulties, we 

develop CNNs to naturally integrate hand-shapes, trajectory of action and facial expression. Instead of using 

commonly usedcolor images as input to networks like [1, 2], wetake color images, depth images and body 

skeleton images simultaneously as input which are all provided by Microsoft Kinect. 

Kinect is a motion sensor which can provide color stream and depth stream. With the public Windows SDK, 

the body joint locations can be obtained in real-time as shown in Fig.1. Therefore, we choose Kinect as 

capture device to record sign words dataset. The change of color and depth in pixel level are useful 

information to discriminate different sign actions. And the variation of body joints in time dimension and epict 

the trajectory of sign actions. Using multiple types of visual sources as input leads CNNs paying attention to 

the change not only in color, but also in depth and trajectory. It is worth mentioning that we can avoid the 

difficulty of tracking hands, segmenting hands from background and designing descriptors for hands because 

CNNs have the capability to learn features automatically from raw data without any prior knowledge [3]. 
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CNNs have been applied in video stream classification recently years. A potential concern of CNNs is time 

consuming. It costs several weeksor months to train a CNNs with million-scale inmillion videos. Fortunately, 

it is still possible to achieve real-time efficiency, with the help of CUDA for parallel processing. We propose 

to apply CNNs to extract spatial and temporal features from video stream for Sign Language Recognition 

(SLR). Existing methods for SLR use hand-crafted features to describe sign language motion and build 

classification model based on these features. In contrast, CNNs can capture motion information from raw 

video data automatically, avoiding designing features. We develop CNNs taking multiple types of data 

asinput. This architecture integrates color, depth and trajectory information by performing convolution and 

sub sampling on adjacent video frames. Experimental results demonstrate that 3D CNNs can significantly 

outperform Gaussian mixture model with Hidden Markov model (GMM-HMM) baselines on some sign words 

recorded by ourselves. 

 

LITERATURE SURVEY 

Technically speaking, the main challenge of signlanguage recognition lies in developing descriptorsto express 

hand-shapes and motion trajectory. In particular, hand-shape description involves tracking hand regions in 

video stream, segmentinghand-shape images from complex background in each frame and gestures 

recognition problems. Motion trajectory is also related to tracking of thekey points and curve matching. 

Although lots ofresearch works have been conducted on these twoissues for now, it is still hard to obtain 

satisfying result for SLR due to the variation and occlusion of hands and body joints. Besides, it is a non 

trivial issue to integrate the hand-shape features and trajectory features together. To address these difficulties, 

we develop CNNs to naturally integrate hand-shapes, trajectory of action and facial expression. Instead of 

using commonly usedcolor images as input to networks like [1, 2], wetake color images, depth images and 

body skeleton images simultaneously as input which are all provided by Microsoft Kinect. 

Kinect is a motion sensor which can provide colorstreamanddepthstream.WiththepublicWindowsSDK, the 

body jointlocationscan beobtained in real-time as shown in Fig.1. Therefore, we choose Kinect as capture 

device to record signwords dataset. The change of color and depth inpixel level is useful information to 

discriminatedifferent sign actions. And the variation of body joints in time dimension and epict the trajectory 

of sign actions. Using multiple types of visual sources as input leads CNNs paying attention to the change not 

only in color, but also in depth and trajectory. It is worth mentioning that we can avoid the difficulty of 

tracking hands, segmenting hands from background and designing descriptors for hands because CNNs have 

the capability to learn features automatically from raw data without any prior knowledge [3]. 

CNNs have been applied in video stream classification recently years. A potential concern of CNNs is time 

consuming. It costs several weeksor months to train CNNs with million-scale inmillion videos. Fortunately, it 

is still possible to achieve real-time efficiency, with the help of CUDA for parallel processing. We propose to 

apply CNNs to extract spatial and temporal features from video stream for Sign Language Recognition (SLR). 

Existing methods for SLR use hand-crafted features to describe sign language motion and build classification 

model based on these features. In contrast, CNNs can capture 

Motion information from raw video data automatically, avoiding designing features. We develop CNNs taking 

multiple types of data asinput. This architecture integrates color, depth andtrajectory information by 

performing convolution and sub sampling on adjacent video frames. Experimental results demonstrate that 3D 

CNNs can significantly outperform Gaussian mixture model with Hidden Markov model (GMM-HMM) base 

lines on some sign words recorded by ourselves. 

 

PROPOSED METHODOLOGY 

 

To approach this problem, we propose a novel convolutional neural network (CNN) which extracts 
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discriminative spatial-temporal features from raw video stream automatically without any prior knowledge, 

avoiding designing features. To boost the performance, multi-channels of video streams, including color 

information, depth clue, and body joint positions, is used as input to the CNN in order to integrate color, depth 

and trajectory information. We validate the proposed model on a real dataset collected with Microsoft Kinect 

and demonstrate its effectiveness over the traditional approaches based on hand-crafted features 

 

LIBRARIES USED 

Tensorflow 

To pursue research, Tensor flow, an interface for expressing machine learning algorithms, is used to 

implement ML systems into fabrication across a variety of computer science areas, including sentiment 

analysis, voice recognition, geographic information extraction, computer vision, text summarization, 

information retrieval, computational drug discovery, and flaw detection. Tensor flow is used at the backend of 

the proposed model’s Sequential CNN architecture (which consists of numerous layers). It’s also used in data 

processing to restructure the data (picture). 

Keras 

Keras provide essential reflections and building units for the design and transfer of machine leaning 

arrangements at a high iteration rate. Tens or flow’s scalability and cross-platform features are fully utilized. 

Keras primary data structures are layers and models. Keras is utilized to implementall of the layers in the 

CNN model. It aids in thecompilation of the overall model, as well as theconversion of the class vector to the 

binary class matrixin data processing. 

Algorithm 

A Convolutional Neural Network (Conv Net/CNN) is a deep learning algorithm which can take in an input 

image, assign importance (learn able weights and biases) to various aspects/objects in the image and be able to 

differentiate one from the other. The pre-processing required in a Conv Net is much lower as compared to 

other classification algorithms. 

 

ARCHITECTURE 

 
Fig: flow diagram for sign language recognition. 

 

RESULT 

Fig: Output for given hand gesture. 
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CONCLUSION 

We developed a CNN model for sign language recognition. Our model learns and extracts both spatial and 

temporal features by performing 3D convolutions. The developed deep architecture extracts multiple types of 

information from adjacent input frames and then performs convolution and sub sampling separately. The final 

feature representation combines information from all channels. We use multilayer perception classifier to 

classify these feature representations. For comparison, we evaluate both CNN and GMM-HMM on the same 

data set. The experimental results demonstrate the effectivenessofthe proposed method. 
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