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ABSTRACT 

Quality assessment is a key factor for the 

wine industry, where the aim is to meet 

consumers' needs/demands and in these 

days the consumption of wine is very 

common to all. So it became important to 

investigate quality of wine before its 

consumption to preserve human health. We 

are employing an ANN model to predict the  

wine quality based on several features in  

project. Qualities predicted on a scale of 3 

to 8, with 3 indicating poor wine quality and 

8 indicating good wine quality. Here the 

user provides input features of the wine 

then this model determines that given wine 

is good to consumable or not. By using 

ANN(artificial neural networks) we can 

improve accuracy of  prediction and helps 

wine manufacture companies to control the 

quality prior to the wine production 

 

INTRODUCTION 

The most often used substance is wine and 

its worth is widely regarded in society. In 

today's competitive market, wine quality is 

always critical for buyers and, more 

significantly, for producers to boost 

income. Professionals usually judged the 

wine's quality at the ending of the 

manufacturing process. However, the 

production companies needs to invest 

money and effort in the process of 

production in order to reach that level. To 

generate good wine, production 

companies  use several combinations of 

wine  in order to appeal to a larger number 

of clients and meet their demands. But, 

wine quality validation was always done at 

the end of the process. If a substandard 

quality wine is produced as a result of 

changing wine production combinations, 

the production company's efforts, money, 

and time will be wasted. Everyone in the 

world having there own tastes, assessing a 

person's quality based on their preferences 

is challenging. Wine producers can know 

use this technologies to get an pre-result 

before the actual production. This 

technologies are very useful for the 

producers. Production companies might 

save money and time as a result of this 

technologies. Various efforts have made to 
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estimate wine quality using available data 

since the growth of machine learning 

techniques over the previous decade . These 

wine quality data can be available from 

various sources like (UCL ML Repository, 

and Kaggle) And these Machine Learning  

approaches can provide a result prior to 

production, allowing production companies 

to trying  out various combinations until 

they achieve a high-quality wine. Changing 

the combinations a greater number of times 

may result in numerous flavours and, 

eventually, a new brand. As a result, 

determining the basic parameters that affect 

wine quality is critical. 

 

LITERATURE SURVEY 

International Journal of Computer Science 

and Information Technologies published 

AHP and MACHINE LEARNING 

TECHNIQUES for Wine Recommend. 

They utilised the analytical hierarchy 

technique to rank the variables and then 

used several machine learning classifiers 

like support vector machine and Random 

Forest to classify the red-wine-dataset and 

assign weights to them to solve the 

problem.The result that obtained after 

analysis of the data is used to recommend a 

wine to individuals. They discovered that 

random forest was used by 70.33 percent 

and SVM was used by 66.54 percent. 

A Case Study on Wine Data To propose the 

wine, they used a user-centric clustering 

approach. They used the red wine data set 

for the poll. They allocated relative votes to 

the attributes based on the research 

findings. Then they assigned weights to the 

attributes using Gaussain Distribution 

process. They assessed the quality based on 

the preferences of the users.  

 For this study, they took white wine & red 

wine quality datasets. They have used 

different feature selection technique such as 

genetic algorithm (GA) based feature 

extraction and simulated annealing (SA) 

based feature extraction to check the 

prediction performance. They have also 

compared the performance metrics of 

linear, nonlinear, and probabilistic based 

classifiers and it was found that these 

classifiers performed well with the new 

feature sets. And they have found that the 

SA based feature sets performed better than 

the GA based feature sets. They have also 

found that the SVM classifier performed 

better compared to all other classifiers for 

red wine and white wine data sets 

 

EXISTING SYSTEM: 

In the existing system they used to get the 

red wine dataset from the UCI Repository. 

Random Forest and  Support Vector 

Machine, and  Naive Bayes algorithms 
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were used. since 70% and 30% of the 

dataset is divided into training and testing, 

respectively. Based on the training set 

outcomes, the best of the three techniques is 

predicted. The existing system looks into 

accuracy, precision, misclassification error, 

F-score, recall, and specificity to determine 

the best of three. With an accuracy of 67.25 

percent, Support Vector Machine was 

chosen to be the best method. When used 

on RStudio software to estimate red wine 

quality, Random Forest finished in second 

with an accuracy of 65.83 percent, and the 

Nave Bayes algorithm came in third with an 

accuracy of  55.91 percent.               

 

PROPOSED SYSTEM 

With this proposed system, we want to 

improve the accuracy of wine quality 

prediction. We are using the dataset from 

the UCI machine learning repository [11] to 

conduct the research. The dataset for this 

red wine data contains 1599 occurrences 

with 12 features. We're creating an 

Artificial Neural Network model here. The 

dataset is then split into two parts: 70 

percent training and 30 percent testing for 

the training and testing phase of the model. 

Then the user gives 11 input features to the 

model and the model predicts a value in 

between the range of 0 and 1. The threshold 

value is 0.5 in this case. If the predicted 

value less than the threshold value, the wine 

combination result a  poor quality. If the 

predicted value exceeds then threshold 

value, the wine combination result a good 

quality. In most datasets, artificial neural 

networks outperform other mathematical 

models, The class of the test data set can be 

predicted fast and easily by ANN. It can 

also predict multi-class. Artificial neural 

networks boost accuracy and performance. 

 

METHODOLOGY & 

IMPLEMENTATION 

To conduct the research, we are utilising 

data from the UCI machine learning library. 

Fixed acidity, citrus acid, volatile acidity, 

residual sugar, chlorides, thickness, free 

sulphur dioxide, absolute sulphur dioxide, 

pH, alcohol, and sulphates are among the 

1599 instances with 12 variables in the 

dataset for red wine data. We have a quality 

attribute in the red wine dataset with values 

ranging from 3 to 8. The Bad Wine is 

indicated by 3,4,5, whereas the Good Wine 

is indicated by 6,7,8. The values of the 

quality property are converted into Bad and 

Good Strings. They're then converted to a 

numerical format (0s and 1s). The value '0' 

indicates that a bad wine will come from a 

combination of attributes in the dataset and 

the value '1' indicates that a good wine will 

come from a combination of attributes in 
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the dataset. The dataset is then split into two 

parts: 70 percent training and 30 percent 

testing. 

After that we have to build an Artificial 

Neural Network model. 

ARTIFICAL NEURAL NETWORK 

The input layer, output layer, and hidden 

layer/s are the three layers that make up an 

ANN. There must be a connection between 

the input layer nodes and the hidden layer 

nodes, as well as between each hidden layer 

node and the output layer nodes. The data is 

taken from the network by the input layer. 

The raw data from the input layer is 

received by the hidden layer, which 

processes it. The obtained value is then 

transferred to the output layer, which will 

also analyse and send the information from 

the hidden layer. And weights are present in 

between this layers the weights assigned 

randomly from 0-1 range. After initialize 

the weights for input and hidden layers, 

calculate the activation function for middle 

layer. Calculate the error predict value with 

error loss. If we are getting more loss in that 

epoch go with another epoch update the 

weights and do back propagation. 

 

 Fig 1: Structure of Artificial Neural Networks 

 

Testing data is used to train the ANN 

Model. And the Testing dataset is used to 

validate the ANN Model and used to find 

the Accuracy, Precision, F1-Score. Then 

the user gives 11 input features to the 

model and the model predicts a value 

between 0 and 1. The threshold value is 0.5 

in this case. If the predicted value less than 

the threshold value, the wine combination 

result a  poor quality. If the predicted value 

exceeds the threshold value, the wine 

combination result a good quality. 

Measures to Calculate Performance 

To determine the model's effectiveness and 

efficiency, performance measurements are 

utilised. Using the testing dataset, we can 

assess the ANN model's performance in 

terms of accuracy, precision, and F1-Score. 

Accuracy: The value predicted when the 

sum of True Positive and True Negative 
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values of a confusion matrix is divided by 

the sum of True Positive, False Positive, 

False Negative, and True Negative values. 

Accuracy=(True Positive + True 

Negative) / (True Positive + False 

Positive + False Negative + True 

Negative)  

Precision is the result of dividing True 

Positive by the confusion matrix's sum of 

True Positive and False Positive values. 

Precision = True Positive / (True 

Positive + False Positive) 

F-Score: The F1 Score is calculated by 

multiplying Recall and Precision by the 

confusion matrix's sum of Recall and 

Precision. The result is then divided by two. 

  F1 Score =2 * (Recall * Precision) / 

(Recall + Precision)  

The structure of the ANN is shown in Fig 1. 

Fig 2 shows a glimpse of information from 

the red wine dataset, which has 1599 values 

and 12 features. The confusion matrix of 

the red wine dataset for the training set 

utilising ANN the training set contains of 

1199 records and 12 features is shown in 

Fig 3. The error matrix of the red wine 

dataset for testing set utilising ANN the 

testing dataset contains of  400 records and 

12 features and they are randomly chosen 

from the original dataset  is shown in Fig 4. 

Fig 5: As the epochs go on, the model 

accuracy of the training and testing sets 

improves. Fig 6 As the epochs go on, the 

model loss of the training and testing sets 

decrease. Fig 7 presents the red wine 

dataset table for the ANN training set. 

Figure 8 presents a table of red wine 

datasets for ANN testing. 

 

Fig 2: snapshot of information of red wine 

dataset. 

 

Fig3: A screenshot of the red wine dataset's 

error matrix for the training set using 

Artificial Neural Networks. 

 

Fig4: A screenshot of the red wine dataset's 

error matrix for the testing set using 

Artificial Neural Networks. 
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Fig 5: Snapshot of model accuracy of 

training and testing sets by increasing 

epochs in ANN. 

 

Fig 6: Snapshot of model loss of training 

and testing sets by increasing epochs in 

ANN. 

 

Fig 7: shows the table of red wine dataset 

for training set using ANN. 

 

Fig 8: shows the table of red wine dataset 

for testing set using ANN. 

 

CONCLUSION 

The wine industry's quality assessment is a 

critical aspect, and the industries are always 

modifying their feature combinations in 

order to attract more customers and meet 

their wants. As a result, the ANN model 

was used to predict wine quality. Changes 

feature combinations to predict wine 

quality. This investigation resolves 

accuracy, precision, and F-score. Because 

the training dataset and testing dataset both 

contain 70% and 30% of the data from the 

original dataset, the results show that the 

Artificial Neural Network gives an 

accuracy  73 percent when used to predict 

red wine quality and guides wine 

manufacturing companies in quality control 

prior to production. Better algorithms, 

which combine the greatest qualities of all 

current data mining techniques and enhance 

accuracy, can be created in the future 
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