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ABSTRACT: With growing complexity of integrated circuits and systems, the cost of testing has become ever 

more significant. Design-for-testability (DFT) is become more and more important and is the direction of the 

development of the IC test industry. Built-In Self-Test (BIST) is increasingly being applied as an effective means 

to reduce the cost of testing.  BIST is a DFT technique in which testing (test generation and test application) is 

accomplished through built-in hardware features. It can potentially eliminate the need for external test equipment 

and introduce the capability for testing devices after the circuit is integrated in a system. BIST uses a Pseudo-

Random Pattern Generator to generate the random test patterns that are applied to the test circuit. In conventional 

BIST architectures, the linear feedback shift register (LFSR) is commonly used in the test pattern generators and 

the major drawback of these architectures is that the pseudorandom patterns generated by the LFSR lead to 

significantly high switching activities in the CUT which can cause excessive power dissipation. They can also 

damage the circuit and reduce product yield and lifetime. In addition, the LFSR usually needs to generate very 

long pseudorandom sequences in order to achieve the target fault coverage in nanometer technology.  Thus, the 

nature of the generator directly influences the fault coverage achieved. Modern technology has focused on 

developing low-power systems for very-large scale integration (VLSI) high-speed designs. As a result, several 

design strategies have been implemented to mitigate trade-offs between performance, power, and area. Instead, 

several approaches have concentrated on low-power dissipation during BIST normal-mode operations rather than 

testmode operations. During the BIST test mode operation, the switching activity in the scan chains and test data 

compression using the appropriate TPG are crucial. Moreover, this testing should be achieved with high reliability 

and sensitivity. The existing method propose a new weighted TPG for BIST architecture to generate efficient 

weighted patterns for enabling scan chains with reduced power consumption and area. The maximum length 

weighted patterns are executed by assigning separate weights to the specific scan chains using a weight-enabled 

clock. This approach reduces the hardware overhead and achieves a low power consumption. The weighted 

patterns are also generated with fewer switching transitions and higher fault coverages. The proposed MSIC 

(Multiple Single Input Change)-TPG consists of a Johnson counter, a seed generator and an XOR gate network. 

The Johnson counter generates Johnson vectors that has low transition properties. The Johnson sequence is a 

single input change sequence (SIC) i.e., the vector generated by the next clock in the sequence is a one-bit change 

from the previous clock generation vector. First, the SIC vector is decompressed to its multiple code words. 
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Meanwhile, the generated code words will bit-XOR with the seed vectors and will be applied to all scan chains. 

By using this method, the area and the propagation delay can be reduced further. This process is observed with a 

circuit under test as their scan chains. The simulation results are tested using Xilinx and the results of the 

proposed TPG design are compared with existing potential TPG design. 

 

KEYWORDS: BIST, reachable states, on-chip, L.F.S.R, fixed hardware architecture, broad side test, decoder. 

 

INTRODUCTION: Technology provides smaller, faster and lower energy devices which allow more powerful 

and compact circuitry, however, these benefits come with cost-the nano scale devices may be less reliable, 

thermal-and shot- noise estimations alone suggest that the fault rate of an individual nanoscale device may be 

orders of magnitude higher than today’s devices. As a result, we can expect combinational logic be susceptible to 

faults. So in order to test any circuit or device we require separate testing technique which should be done 

automatically, for that purpose we are going to BIST. In recent years, the design for low power has become one of 

the greatest challenges in high-performance very large scale integration (VLSI) design. As a consequence, many 

techniques have been intro- duced to minimize the power consumption of new VLSI systems. However, most of 

these methods focus on the power consumption during normal mode operation, while test mode operation has not 

normally been a predominant concern. However, it has been found that the power consumed during test mode 

operation is often much higher than during normal mode operation [1]. This is because most of the consumed 

power results from the switching activity in the nodes of the circuit under test (CUT), which is much higher 

during test mode than during normal mode operation [1]–[3]. Several techniques that have been developed to 

reduce the peak and average power dissipated during scan-based tests can be found in [4] and [5]. A direct 

technique to reduce power consumption is by running the test at a slower frequency than that in normal mode. 

This technique of reducing power consumption, while easy to implement, significantly increases the test 

application time [6]. Furthermore, it fails in reducing peak-power consumption since it is independent of clock 

frequency. Another category of techniques used to reduce the power consumption in scan-based built-in self-tests 

(BISTs) is by using scanchain-ordering techniques [7]–[13]. These techniques aim to reduce the average-power 

consumption when scanning in test vectors and scanning out captured responses. Although these algorithms aim 

to reduce average-power consumption, they can reduce the peak power that may occur in the CUT during the 

scanning cycles, but not the capture power that may result during the test cycle (i.e., between launch and capture). 

The design of low-transition test-pattern generators (TPGs) is one of the most common and efficient techniques 

for low-power tests [14]–[20]. These algorithms modify the test vectors generated by the LFSR to get test vectors 

with a low number of transitions. The main drawback of these algorithms is that they aim only to reduce the 

average-power consumption while loading a new test vector, and they ignore the power consumption that results 

while scanning out the captured response or during the test cycle. Furthermore, some of these techniques may 
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result in lower fault coverage and higher testapplication time. Other techniques to reduce average-power 

consumption during scan-based tests include scan segmentation into multiple scan chains [6], [21], test-

scheduling techniques [22], [23], static compaction techniques [24], and multiple scan chains with many scan 

enable inputs to activate one scan chain at a time [25]. The latter technique also reduces the peak power in the 

CUT. OVERTESTING due to the application of two-patternscan-based tests was described in [1]–[3]. Over 

testing is related to the detection of delay faults under non-functional operation conditions. One of the reasons for 

these non-functional operation conditions is the following. When an arbitrary state is used as a scan-in state, a 

two-pattern test can take the circuit through state-transitions that cannot occur during functional operation. As a 

result, slow paths that cannot be sensitized during functional operation may cause the circuit to fail [1]. In 

addition, current demands that are higher than those possible during functional operation may cause voltage drops 

that will slow the circuit and cause it to fail [2], [3]. In both cases, the circuit will operate correctly during 

functional operation. Functional broadside tests [4] ensure that the scan-in state is a state that the circuit can enter 

during functional operation, or a reachable state.  

 

LITERATURE SURVEY: For large embedded memory cores, the manufacturing yield can be unacceptable low 

(e.g., for a 24Mbits memory core, the yield is around 20% [5]). Hence, to achieve a certain manufacturing yield, 

in addition to diagnosis support, it is also beneficial to introduce self-repair features comprising redundant 

memory cells. TPG methods like exhaustive, pseudo-random and fault simulation techniques (Hurst, 1998; Roth, 

1998) are used in the test vector generation process. TPG is the process of generating the test vectors required to 

stimulate a circuit at the primary inputs so that effect of the considered fault (the fault effect) is propagated to the 

primary outputs. A difference between the fault free and faulty circuit can then be detected. It is common to 

derive a minimal set of test vectors as it will reduce the overall test set size and hence test time. In SOC, designers 

can specify the test speed, fault coverage, diagnostic options and test length for testing any random logic block. 

Power dissipation during the testing is one of most important issue (Crouch at. el.1999). Generally, a system or 

SOC block consumes more power in a test mode than the normal mode. It is observed that the power dissipation 

during test mode is 200% more than in normal mode (Whetsel, 2000). The test efficiency has been shown by 

(Zorian, 1993b) to have a high correlation with the toggle rate. The number of switching activities is more in the 

test mode than normal mode at all the nodes in the circuits/system. The DFT circuits like BIST is embedded in a 

system to reduce the test complexity and cost (Rajsuman, 2000). In SOC, to reduce the test time, the parallel 

testing is frequently employed, which generally results in excessive energy and power dissipation.The successive 

functional input vectors applied to a given circuit in normal mode have a significant correlation, while the 

correlation between consecutive test patterns is very low (Wang and Gupta, 1997). This causes large switching 

activity in the circuit during test than its normal operation. Power dissipation in CMOS circuits is proportional to 

switching activity. The excessive switching activity during test is responsible for cost, reliability, performance 
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verification, power dissipation and technology related problems (Girard, 2002). Hence, it is important to optimize 

power during testing. (Corno et al., 1997) proposed an environment to address testability analysis and TPG on 

VHDL descriptions at the RT-level. The proposed approach, based on a suitable fault model and an ATPG 

algorithm, was experimentally shown to provide a good estimate of the final gate-level fault coverage, and to give 

test patterns with excellent fault coverage properties. The approach, being based on an abstract representation, 

was particularly suited for large circuits, where gate level ATPGs is often inefficient. (Corno et al., 1998) 

proposed an ATPG technique that reduces power dissipation during the testing of sequential circuits. The 

proposed approach exploited some redundancy introduced during the TPG phase and selected a subset of 

sequences able to reduce the consumed power, without reducing the fault coverage. The method was composed of 

three independent steps: redundant TPG, power consumption measurement, and optimal test sequence selection. 

The experimental results gathered on the ISCAS benchmark circuits show that average power consumption is 

decreased by 70% with respect to the original test pattern, which also reduced the heat dissipation problem. (Lee 

and Touba, 2007) also proposed a new low power test data compression scheme based on LFSR reseeding. A 

drawback of compression schemes based on LFSR reseeding was that the unspecified bits were filled with 

random values, which results in a large number of transitions during scan-in, thereby causing high-power 

dissipation.  

Built in Self-Test (BIST): 

       The trend to include more test logic on an ASIC has already been mentioned. Built-in self-test (BIST) is a set 

of structured-test techniques for combinational and sequential logic, memories, multipliers, and other embedded 

logic blocks. In each case the principle is to generate test vectors, apply them to the circuit under test (CUT) or 

device under test (DUT), and then check the response. BIST is a viable approach to test today's digital systems.  

With the ever increasing need for system integration, the trend today is to include in the same VLSI device a large 

number of functional blocks, and to package such devices, often, in Multi-Chip Modules (MCMs) that comprise 

complex systems. This leads to difficult testing problems in the manufacturing process and in the field. An 

attractive approach to solve these problems is to use a multi-level integrated Built-In Self-Test (BIST) strategy. 

This strategy assumes that BIST is used at each level of manufacturing test, and it is reused at all consecutive 

levels, i.e. device, MCM, board, system. Boundary-Scan standard to realize self-testing at different  levels. This 

strategy can only be realized. 

 

LFSR: The only linear function of single bits is xor, thus it is a shift register whose input bit is driven by the 

exclusive-or (xor) of some bits of the overall shift register value. The initial value of the LFSR is called the seed, 

and because the operation of the register is deterministic, the stream of values produced by the register is 

completely determined by its current (or previous) state. Likewise, because the register has a finite number of 

possible states, it must eventually enter a repeating cycle. However, an LFSR with a well-chosen feedback 
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function can produce a sequence of bits which appears random and which has a very long cycle. Applications of 

LFSRs include generating pseudo-random numbers, pseudo-noise sequences, fast digital counters, and whitening 

sequences. Both hardware and software implementations of LFSRs are common. 

Linear feedback shift registers (LFSRs) are commonly used as test pattern generators (TPGs) in low overhead 

built-in self-test (BIST) schemes. This is due to the fact that an LFSR can be built with little area overhead. 

Attainment of high fault coverage with sequences of practical lengths has traditionally been the main objective of 

BIST techniques. Even though this still remains the main objective, we believe, reducing heat dissipated during 

test application is becoming another important objective. The correlation between consecutive random patterns 

generated by an LFSR is low; this is a well-known property of LFSR-generated patterns. On the other hand, a 

significant correlation exists between consecutive vectors applied to the inputs of a circuit during its normal 

operation. Hence, switching activity in a circuit can be significantly higher during self-test than that during its 

normal operation. The hardware used in this paper for generating the primary input sequence consists of a linear-

feedback shift-register (LFSR) as a random source [17], and of a small number of gates (at most six gates are 

needed for every one of the benchmark circuits considered). The gates are used for modifying the random 

sequence in order to avoid cases where the sequence takes the circuit into the same or similar reachable states 

repeatedly. This is referred to as repeated synchronization [18]. In addition, the on-chip test generation hardware 

consists of a single gate that is used for determining which tests based on will be applied to the circuit. The result 

is a simple and fixed hardware structure, which is tailored to a given circuit only through the following 

parameters. 

1) The number of LFSR bits. 

2) The length of the primary input sequence. 

3) The specific gates used for modifying the LFSR sequence into the sequence. 

4) The specific gate used for selecting the functional broad- side tests that will be applied to the circuit based on.  

5) Seeds for the LFSR in order to generate several primary inputs.  

EXISTING METHOD: Compared with the existing methods, the proposed weighted TPG is designed with some 

advantages, including fewer switching transitions achieved using the specific weighted patterns and reduced 

power attained using fewer hardware components in the design. This reduces the hardware overhead and 

improves the fault coverages in the BIST. The TPG method shown in below Figure  is the proposed TPG, which 

includes the Galois operation and additional hardware for weighted pattern generation. The Galois operation in 

the proposed TPG is shown by the black dashed line and assumes constant pseudo-primary seeds (A, X) for 

simplification. However, the constant seed bits can be enlarged using the same subset of initial primary seeds. The 

seed subsets are used to achieve the maximum length in weighted patterns with less switching activity. The 

additional hardware indicated by the blue line uses a smaller number of components for generating the weighted 

pseudorandom TPG output. In addition, the additional hardware design uses a weight-enabled clock, which 
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enables specific weights through successive clock cycles. The particular weights are given to the respective scan 

chains through the weighted Mux. The weight generator clock selection effectively reduces the fault coverage in 

terms of the random-pattern resistant fault and the redundant faults in the BIST architecture. A 3-bit 

pseudorandom TPG is proposed according to the Galois scheme over a field of GF (2m ). The test patterns are 

generated concurrently using the shift registers and Galois operation. The synchronous clock for the TPG leads 

the bit sequences to be lost while it is incorporated for m-bits. Hence, the m-bit TPG is designed using 

asynchronous clocks in shift registers. The input vector bit (X) is multiplied continuously by the pseudo-primary 

seed bit (A) and added to the test vectors (Z). In addition, the state of the registers accommodates the multilevel 

parallelism in the TPGs. Consequently, the next (i+1)-th state after the i-th state is described in terms of the 

feedback loop structure. 

 

 

FIGURE1. Proposed 3-bit weighted pseudorandom TPG 

Furthermore, the constant pseudo-primary seeds are enlarged in the Galois operation of the proposed TPG design. 

Furthermore, the constant pseudo-primary seeds are enlarged in the Galois operation of the proposed TPG design. 
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FIGURE2. Flowchart of the proposed weighted pseudorandom TPG operation 

 

A flowchart summary of the proposed weighted TPG operation is shown in Figure 5. The weighted Mux acts as a 

phase shifter to shift the actual and estimated weighted patterns to the scan chains. The weighted Mux also selects 

the convolution bits WE and WA with self-control, as the weighted patterns WE and WA can be shifted to the 

output Yw according to the pseudorandom test patterns (Y). The scan chains are identified by the weighted 

patterns WE and WA using the following essential properties. 1) First, the weighted patterns WA generated with 

the probabilities of having ‘0’ or ‘1’ assigned to the certain scan chains occupy a smaller area. The output of the 

weighted Mux depends on the important feature of the pseudorandomness of the seed inputs. Consider a case in 

which Y0 will be swapped with Y1, Y2 until Yn, according to the value of the Galois operation (Z) in the 

proposed 3-bit TPG. Here, Y2 is Y, which is connected to the selection input of the Mux. This determines the 

weighted pattern. Hence, overall switching transitions in the scan chain primary inputs can be reduced by 25%. 2) 

Second, the weighted patterns WE are selected by the weighted Mux if the pseudorandom output (Y) generates an 

equal number of ‘0’ or ‘1’ values after swapped with Y1, Y2 until Yn, according to the value of the Galois 

operation (Z) in the proposed 3-bit TPG. Here, Y2 is Y, which is connected to the selection input of the Mux. This 

determines the weighted pattern. Hence, overall switching transitions in the scan chain primary inputs can be 

reduced by 25%. 2) Second, the weighted patterns WE are selected by the weighted Mux if the pseudorandom 

output (Y) generates an equal number of ‘0’ or ‘1’ values after 
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The weights generated by the TPG in different clock cycles are assumed to be w0, w1, w2, … wn ∈ {0.55, 0.65, 

0.75,0.85}, which are the probability distributions. The respective weights are assigned to the scan chains as S0, 

S1, S2, …, Sn. Here, n denotes the total number of scan chains to be tested. The full-length test patterns are 

weighted based on the probability distribution analysis. For scan chain selection, the weighted patterns are 

calculated in the estimated times of i+1, i+2, i+3, and i+4. The probability of the weights is considered to insert 

more scan-shift cycles rather than capture cycles. Hence, the proposed TPG compares the estimated and actual 

weights at successive clock cycles to detect their faults. The conventional TPG updates the next stages linearly 

without a weighted function, which is not consistent. The comparison of weights for selecting the scan chains 

allows specifying the output from the shift register at each clock cycle. The operation of the proposed 3-bit TPG 

with the weighted functions is shown in Table II. The seed bit polynomial Y [𝑖] is defined as 1 + 𝑥 3 for even 

weights and 1 + 𝑥 + 𝑥 3 for odd weights. The successive weights are generated as an even parity of ‘0’ and an odd 

parity of ‘1’ concurrently by the Galois operation using equation (1). Additionally, the last term W [∑ 𝑥𝑛 𝑚−1 

𝑖=0 ], indicated in equation (4), is assumed to be W[x0] = WA in the TPG. Initially, the weight WA accumulates 

in the weighted Mux, and later, at the (𝑖 + 1)-th iteration, the weight WE is achieved. Although WA generates 

both even and odd parities, the additional WE bits are continuously defined for accurate weights in the TPG 

output. This is represented as WE [𝑖 + 1] in equation (5) and can be accomplished in the weight generator using 

the weight enable signal and the tapped convolution values of the cascaded register function. According to the 

weights WA and WE using additional hardware, eight iterations can occur during the duration of the (i+j)-th clock 

cycle. The (i+j)-th clock cycle weighted patterns WE are listed as i, i+1, i+2, i+3 and i+4. The overall repetitive 

weighted clock cycle selects the scan chains using weights from ‘0’ to ‘1’ as 0, 0.55, 0.65, 0.75, 0.85, and 1. The 

weighted clock is operated as an asynchronous clock signal. The different operating frequencies of the weighted 

clock are determined using the decimal values of the asynchronous D flip-flops as a weight generator. However, 



Juni Khyat                                                                                                                  ISSN: 2278-4632 

(UGC Care Group I Listed Journal)                                    Vol-13, Issue-01, No.01, January 2023 

Page | 169                                                                                                    Copyright @ 2023 Author 

the scan chains are partitioned into six numbers based on the weighted pattern selection; this process selects more 

than one number of scan chains at any clock cycle due to its designated weight function. 

DRAWBACKS: 

Area overhead  

Performance penalties  

Additional design time & effort  

Additional risk to project  

Lack of orthogonal testing 

 

PROPOSED METHOD: 

MSIC TEST PATTERN GENERATOR: 

 Multiple Single Input Change (MSIC) is a test pattern generator (TPG) method that can change a Single Input 

Change (SIC) vector to exclusive low transition vectors for multiple scan chains [7],[9]. The first step in this 

process is to decompress the SIC vector to its multiple code words and the generated code words will bit-XOR 

with a same seed vector in turn. Hence, a test pattern with similar test vectors will be applied to all scan chains. 

The MSIC TPG consists of an SIC generator, a seed generator, an XOR gate network, and a clock and control 

block. Test Pattern Generation Method Consider m primary inputs (PIs) and M scan chains in a full scan design, 

and each scan chain has l scan cells. Figure shows the symbolic representation for one generated pattern. The 

generated vector of an m-bit LFSR with the primitive polynomial can be expressed as S(t) = S0(t)S1(t)S2(t), . . . , 

Sm−1(t) (hereinafter referred to as the seed), and the vector generated by an l-bit Johnson counter can be 

expressed as J (t) = J0(t)J1(t)J2(t), . . . , Jl−1(t). In the first clock cycle, J = J0 J1 J2, . . . , Jl−1 will bit-XOR with S 

= S0S1S2, . . . , SM−1, and the results X1Xl+1X2l+1, . . . , X(M−1)l+1 will be shifted into M scan chains, 

respectively. In the second clock cycle, J = J0 J1 J2, . . . , Jl−1 will be circularly shifted as J = Jl−1 J0 J1, . . . , 

Jl−2, which will also bit-XOR with the seed S = S0S1S2, . . . , SM−1. The resulting X2Xl+2X2l+2, . . . , 

X(M−1)l+2 will be shifted into M scan chains, respectively. After l clocks, each scan chain will be fully loaded 

with a unique Johnson codeword, and seed S0S1S2, . . . , Sm−1 will be applied to m PIs. Since the circular 

Johnson counter can generate l unique Johnson codewords through circular shifting a Johnson vector, the XOR 

gates and circular Johnson counter actually constitute a linear sequential decompressor. There are two kinds of 

SIC generators based on the different scenarios of scan length, to generate Johnson vectors and Johnson 

codewords, that is; the reconfigurable Johnson counter and the scalable SIC counter. For a short scan length, a 

reconfigurable Johnson counter is developed as shown in Figure 3 to generate an SIC sequence in time domain. 

An SIC counter named the “scalable SIC counter” is developed when the maximal scan chain length l is much 

larger than the scan chain number M. The SIC counter consist of subtractor, adder, chain of D flipflops and chain 

of muxes. 
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Figure3: Symbolic representation of an MSIC pattern 

JOHNSON COUNTER: 

 

Figure4: Reconfigurable Johnson counter. 

 

Reconfigurable Johnson Counter is preferably used when the scan length is less. The reconfigurable Johnson 

counter consists of a mux and an AND gate to make it operate in three different modes. The control signals for the 
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reconfigurable Johnson counter are Init and RJ_Mode. The reconfigurable Johnson counter has three modes of 

operation: 1)Initialization: When Init is set to logic 0 and RJ_Mode is set to 1, the reconfigurable Johnson counter 

will be initialized to all zero states by clocking CLK2 more than l times. 2)Circular shift register mode: When Init 

and RJ_Mode are set to logic 1, each stage of the Johnson counter will output a Johnson codeword by clocking 

CLK2 l times. 3)Normal mode: The reconfigurable Johnson counter will generate 2l unique SIC vectors by 

clocking CLK2 2l times when RJ_Mode is set to logic 0 

 

Figure5: MSIC-TPGs for test-per-clock scheme 

The MSIC-TPG for test-per-clock schemes is illustrated in above Figure. The circuit under test’s primary inputs X 

1 − Xmn are arranged as an n × m SRAM-like grid structure. Each grid has a two-input XOR gate whose inputs 

are tapped from a seed generator output and an output of the Johnson counter. The outputs of the XOR gates are 

applied to the circuit under test’s primary inputs. A seed generator is an m-stage conventional LFSR, and operates 

at low frequency CLK1. The test procedure for the test per clock scheme is as follows: 1)The seed generator 

generates a new seed by clocking CLK1 one time. 2)The Johnson counter generates a new vector by clocking 

CLK2 one time. 3)Repeat 2 until 2l Johnson vectors are generated. 4)Repeat above steps until the expected fault 

coverage or test length is achieved. 

CIRCUIT UNDER TEST: 

BAUGHWOOLEY MULTIPLIER: 
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In signed multiplication the length of the partial products and the number of partial products will be very high. So 

an algorithm was introduced for signed multiplication called as BaughWooley algorithm. The Baugh-Wooley 

multiplication is one amongst the cost-effective ways to handle the sign bits. This method has been developed so 

as to style regular multipliers, suited to 2's compliment numbers. Baugh-Wooley multiplier hardware architecture 

is shown in figure 1. It follows left shift algorithm. Mux can select which bit will multiply. Suppose we multiply 

+4 and -4 in decimal we get ‘0’. Now, after representing these numbers in two’s compliment form we get +4 as 

0100 and -4 as 1100. On adding these two binary numbers we get 10000. Discard carry, then number is 

represented as ‘0’. 

 

 

Fig6: Baugh-wooley multiplier block diagram 

2‟s Compliments is the most popular method in representing signed integers in Computer sciences. It is also an 

operation of negation(Converting positive to negative numbers or vice –versa) in computers which represent 

negative numbers using twos compliments. Its use is so wide today because it does not require the addition and 

subtraction circuitry to examine the signs of the operands to determine whether to add or subtract. Two’s 

compliment and one’s compliment representations are commonly used since arithmetic units are simpler to 

design.  

 

RESULTS: 
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The behavioral simulation results of BIST with proposed TPG when there is fault i.e., when there is 

difference between the actual output and the reference output of the circuit under test is shown in above Figure. 

The comparison of gate count and time delay of BIST with Existing and Proposed TPG is shown in below 

table. From the below table we can conclude that the gate count of BIST with proposed TPG is reduced by 

47.95% when compared to the gate count of BIST with existing TPG. Hence, we can say that the area is further 

reduced in proposed method. Similarly, we can observe that the time delay of BIST with proposed TPG is 

reduced by 0.951ns. 

       Table: Comparison of gate count and time delay of BIST with Existing and Proposed TPG 

 

 

Conclusion and future scope: This paper presents a low hardware overhead TPG for scan- based BIST that can 

reduce switching activity in CUTs during BIST and also achieve very high fault coverage with a reasonable 
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length of test sequence with fixed hardware architecture. Unacceptably long test sequences are often required to 

attain high fault coverage with pseudo- random test patterns for circuits that have many random pattern resistant 

faults. The main objective of most recent BIST techniques has been the design of TPGs that achieve high fault 

coverage at acceptable test lengths for such circuits. While this objective still remains important, reducing heat 

dissipation during test application is also becoming an important objective. Since the correlation between 

consecutive patterns applied to a circuit during BIST is significantly lower, switching activity in the circuit can be 

significantly higher during BIST than that during its normal operation. Excessive switching activity during test 

application can cause several problems.For further modification we can replace the logic memory cells with static 

or dynamic memory cells so that we can reduce area  overhead. The proposed BIST architecture is more efficient 

using cellular automata as a test pattern generator 
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