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ABSTRACT: 
The integration of Artificial Intelligence (AI) in Human Resource Management (HRM) is 
revolutionising workforce management by automating recruitment, performance evaluations and 
employee engagement processes. However, AI-driven HRM systems raise critical ethical concerns, 
particularly regarding bias, privacy and transparency. This study explores the ethical implications of 
AI adoption in HRM, with a specific focus on the power sector, where automation plays a crucial role 
in workforce optimisation. 
The research employs a quantitative approach, analysing responses from 250 employees across various 
departments in power sector organisations. Using SPSS, key statistical tests—including factor 
analysis, correlation, regression and ANOVA—are applied to examine the relationships between AI 
bias, privacy concerns, transparency, employee trust and job satisfaction. Findings reveal that AI bias 
significantly affects workforce diversity, while privacy concerns negatively impact employee trust in 
AI-driven HR decisions. Moreover, the study highlights that greater transparency in AI decision-
making fosters higher employee satisfaction and engagement. 
The study underscores the need for organisations to implement ethical AI governance frameworks to 
ensure fair, unbiased and privacy-compliant AI systems in HRM. It recommends explainable AI 
models, fairness audits and hybrid decision-making (AI + human oversight) to enhance trust and 
acceptance of AI-driven HR practices. These findings contribute to the broader discourse on 
responsible AI adoption in HRM, offering strategic insights for HR leaders, policymakers and AI 
developers in the power sector. 
Keywords: AI in HRM, Ethical AI, Bias in AI, Privacy concerns, Transparency, AI in the Power 
Sector, Employee Trust, HR Technology 
 
CHAPTER 1: CONTEXT AND BACKGROUND: 
Introduction: 
The rapid advancement of Artificial Intelligence (AI) is revolutionising various industries and Human 
Resource Management (HRM) is no exception. AI-driven HR tools are increasingly being used for 
recruitment, performance assessment, workforce planning and employee engagement. While these 
technologies promise efficiency and precision, they also introduce significant ethical challenges, 
particularly regarding bias, privacy and transparency. As organisations in highly regulated sectors, 
such as the power industry, adopt AI-driven HRM solutions, it becomes critical to evaluate the ethical 
implications of these technologies to ensure fair and responsible implementation. 
AI in HRM: Opportunities and Ethical Concerns: 
AI is reshaping HRM by automating traditional processes, enabling data-driven decision-making and 
enhancing employee experiences. The key applications of AI in HRM include: 

 Automated Recruitment and Selection: AI-powered algorithms analyse resumes, predict 
candidate suitability and conduct video interviews with automated scoring. 

 Performance Evaluation: Machine learning models assess employee productivity, predict 
potential attrition and offer personalised training recommendations. 

 Employee Engagement and Workforce Planning: AI chatbots enhance employee experiences, 
while predictive analytics assist in workforce forecasting and resource allocation. 

Despite these benefits, AI-driven HRM raises significant ethical concerns: 
Bias in AI Algorithms: AI models are trained on historical data, which may reinforce existing biases, 
leading to discriminatory hiring or promotion decisions. 



Juni Khyat (जूनी ƥात)                                                                                            ISSN: 2278-4632 
(UGC CARE Group I Listed Journal)                            Vol-15, Issue-02, No.03, February: 2025 
 

Page | 43                                                                                                     Copyright @ 2025 Author 

Privacy Issues: AI collects and processes vast amounts of employee data, raising concerns about data 
security and surveillance. 
Lack of Transparency: Many AI-driven HR tools operate as black-box models, making it difficult 
for employees and HR professionals to understand how decisions are made. 
 
AI AND HRM IN THE POWER SECTOR: 
The power sector faces unique HRM challenges, including a highly skilled workforce, strict regulatory 
compliance and safety-sensitive roles. AI adoption in HRM within this sector must ensure: 

 Fair and unbiased hiring practices to attract diverse talent while avoiding algorithmic 
discrimination. 

 Transparent performance evaluation models to ensure employee trust and compliance with 
labour regulations. 

 Robust data governance policies to protect employee information and prevent privacy 
breaches. 

 
THE NEED FOR ETHICAL AI FRAMEWORKS 
With increasing AI integration into HRM, governments and regulatory bodies emphasize the need for 
ethical AI governance. Frameworks such as the General Data Protection Regulation (GDPR) and AI 
Ethics Guidelines stress the importance of fairness, accountability and data protection in AI 
applications. Organizations must implement bias audits, employee privacy safeguards and human 
oversight mechanisms to ensure responsible AI adoption in HRM. 
 
RESEARCH PROBLEM AND OBJECTIVES 
(i) Research Problem 
The integration of Artificial Intelligence (AI) in Human Resource Management (HRM) is transforming 
workforce management, especially in the power sector. While AI enhances efficiency in recruitment, 
performance evaluation and workforce planning, it raises ethical concerns related to bias, privacy and 
transparency. Algorithmic bias may lead to unfair hiring decisions, data privacy breaches could erode 
employee trust and lack of transparency in AI-driven decisions can impact workforce morale. These 
issues necessitate a deeper investigation into responsible AI adoption in HRM. 
(ii) Research Objectives 

1. To examine the role of AI in HRM within the power sector, focusing on recruitment, 
performance evaluation and workforce optimisation. 

2. To identify ethical challenges associated with AI-driven HRM, particularly in bias, privacy and 
transparency. 

3. To analyse the impact of AI-related ethical concerns on employee trust, engagement and 
organisational decision-making. 

4. To explore regulatory frameworks and best practices for ensuring responsible AI adoption in 
HRM. 

5. To propose strategic recommendations for mitigating ethical risks and enhancing AI 
transparency in HRM. 

By addressing these aspects, the study contributes to the growing discourse on AI ethics in HRM, 
providing insights for HR professionals, policymakers and organizations in the power sector. 
 
SIGNIFICANCE OF THE STUDY: 
The integration of Artificial Intelligence (AI) in Human Resource Management (HRM) has 
transformed workforce operations, particularly in the power sector. This study holds significance in 
multiple dimensions: 
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Theoretical Significance: 
 Contributes to the growing body of knowledge on AI ethics in HRM, particularly in sectors 

with stringent workforce regulations. 
 Expands research on algorithmic bias, privacy concerns and transparency issues in AI-driven 

HR processes. 
 Offers insights into responsible AI adoption and its alignment with HRM best practices. 

Practical Significance 
 Helps HR professionals and policymakers identify and mitigate ethical risks associated with 

AI in recruitment, performance management and workforce optimisation. 
 Provides industry-specific recommendations to improve AI transparency, ensuring trust and 

compliance in HR decision-making. 
 Guides power sector organisations in adopting ethical AI frameworks that balance efficiency 

with fairness and employee rights. 
 Policy and Regulatory Impact 

 Assists regulatory bodies in designing AI governance frameworks to enhance fairness and 
accountability in HRM. 

 Supports organisations in aligning AI-driven HRM practices with legal and ethical guidelines 
to avoid unintended discrimination and privacy breaches. 

 
CHAPTER 2: LITERATURE REVIEW: 
Introduction 
The integration of Artificial Intelligence (AI) in Human Resource Management (HRM) has 
transformed traditional practices, enhancing efficiency in recruitment, performance evaluation and 
workforce management (Wang & Siau, 2019). However, ethical concerns, including bias, privacy and 
transparency, remain significant challenges (Binns, 2018). In highly regulated industries such as the 
power sector, where workforce safety, compliance and fair employment practices are critical, these 
ethical challenges are even more pronounced (Ozturk, 2020). This literature review explores existing 
research on AI's ethical implications in HRM, emphasising the unique challenges and solutions within 
the power sector. 
 
AI AND BIAS IN HRM: 
Algorithmic Bias in Recruitment and Selection: 
AI-powered recruitment tools have become popular for their ability to screen candidates efficiently. 
However, studies indicate that AI systems often reflect and amplify biases present in historical hiring 
data (Binns, 2018). Amazon’s AI hiring tool was found to disadvantage female candidates due to past 
male-dominated hiring patterns in technical fields (Dastin, 2018). Similarly, in the power sector, where 
technical roles have been historically male-dominated, AI-driven selection models may 
unintentionally favor male applicants over equally qualified female candidates (Leicht-Deobald et al., 
2019). 
Algorithmic bias can also affect diversity and inclusion initiatives. Raghavan et al. (2020) highlight 
that AI models trained on homogeneous datasets reinforce discrimination against under-represented 
groups. In energy sector recruitment, where AI is increasingly used to source engineering talent, 
unchecked bias could lead to discriminatory hiring practices, affecting workforce diversity. 
 
Bias in Performance Management : 
AI-based performance management tools analyse vast datasets to evaluate employees. However, 
reliance on quantitative metrics may overlook essential qualitative contributions (Cappelli, 2019). In 
the power sector, AI-driven performance evaluations prioritise efficiency and operational targets, 
potentially disadvantaging employees who emphasise safety and regulatory compliance over 
numerical output (Sharma & Sindhwani, 2021). 
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Tolan et al. (2021) argue that AI-driven decision-making lacks contextual awareness, leading to unfair 
evaluations. Employees in power plants, particularly those involved in maintenance and emergency 
response, may receive lower ratings if AI models fail to recognise the qualitative aspects of their roles. 
Addressing this issue requires integrating human oversight into AI evaluations to ensure fairness. 
 
AI AND PRIVACY CONCERNS 
Workplace Monitoring and Employee Surveillance: 
AI-driven surveillance in workplaces has become a growing concern. Organisations use AI-powered 
monitoring tools, including facial recognition and biometric authentication, to track employee 
attendance and productivity (Jarrahi, 2018). While these tools enhance security and operational 
efficiency, they raise concerns about workplace privacy (Whittaker et al., 2018). 
In the power sector, where employees work in high-security environments such as thermal plants and 
substations, AI-driven surveillance is often necessary. However, studies warn that excessive 
monitoring can lead to psychological stress and decreased job satisfaction (Floridi & Cowls, 2019). 
Balancing security with ethical considerations is crucial to prevent workplace surveillance from 
becoming intrusive. 
Data Security and Employee Trust: 
AI-driven HRM systems collect extensive data on employees, including their performance analytics, 
behaviour patterns and even health indicators (Kim, 2022). Without proper safeguards, this data can 
be misused, leading to privacy violations and employee distrust (Tolan et al., 2021). 
The power sector, which deals with sensitive operational data, faces heightened risks of cybersecurity 
threats. Researchers suggest that blockchain-based HRM solutions can enhance data security, ensuring 
that employees’ personal information remains protected while allowing ethical AI-driven HR practices 
(Ozturk, 2020). Transparency in how AI processes employee data is essential for maintaining 
workforce trust. 
 
AI AND TRANSPARENCY IN HR DECISIONS: 
The Need for Explainable AI (XAI): 
A significant challenge in AI adoption is the “black box” nature of many algorithms, where decision-
making processes remain opaque (Bughin et al., 2018). Employees and HR professionals struggle to 
understand how AI reaches hiring, promotion, or termination decisions, leading to mistrust (Cappelli, 
2019). 
Explainable AI (XAI) models aim to improve transparency by providing interpretable insights into AI-
driven decisions (Aizenberg & van den Hoven, 2020). In the power sector, where workforce decisions 
impact operational efficiency and safety, integrating XAI can enhance trust and acceptance of AI-
driven HR processes. 
Addressing the "Black Box" Problem: 
The "black box" problem arises when AI systems make HR decisions without clear explanations. 
Studies show that organisations implementing AI-generated decision dashboards improve 
transparency and employee trust (World Economic Forum, 2021). By offering real-time performance 
insights and explanations, AI models can gain greater acceptance among employees, reducing 
resistance to AI adoption in HRM. 
 
ETHICAL AI FRAMEWORKS FOR THE POWER SECTOR: 
Sector-Specific AI Ethics Guidelines: 
Given the ethical challenges of AI in HRM, power sector organisations require tailored AI ethics 
guidelines. The European Commission’s AI Ethics Guidelines emphasise accountability, fairness and 
human oversight (Tolan et al., 2021). Similarly, ISO 45001, which governs workplace safety, can be 
adapted to ensure AI in HRM prioritises worker well-being (Ozturk, 2020). 
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Best Practices for Ethical AI Implementation: 
Research suggests several best practices for ethical AI adoption in HRM: 

 Conducting regular AI bias audits (Binns, 2018) 
 Providing AI ethics training for HR professionals (Leicht-Deobald et al., 2019) 
 Ensuring transparency through explainable AI (Aizenberg & van den Hoven, 2020) 
 Allowing employees to challenge AI-driven HR decisions (Raghavan et al., 2020) 

Adopting these measures can help organisations mitigate ethical risks associated with AI in HRM 
while enhancing workforce trust. 
The literature highlights both the opportunities and ethical challenges of AI in HRM. While AI 
improves efficiency, ethical concerns related to bias, privacy and transparency must be addressed. The 
power sector, in particular, requires a balanced approach that integrates AI-driven efficiency with 
ethical workforce management. Future research should explore hybrid AI-human decision models to 
enhance ethical AI implementation in HRM. 
 
RESEARCH GAP BASED ON THE LITERATURE REVIEW: 
Despite extensive research on AI in HRM, significant gaps remain, particularly in the ethical 
implications of AI adoption in the power sector. This study addresses the following key research gaps: 
Limited Focus on the Power Sector: 

 Most AI-HRM studies focus on IT, healthcare and finance, with limited exploration of AI-
driven HR practices in the power sector. 

 The sector presents unique challenges, such as workforce stability, regulatory compliance and 
operational risks, which require specialised AI governance frameworks. 

Ethical AI Adoption in HRM: 
 Existing studies discuss AI's efficiency and predictive capabilities, but fewer analyse bias, 

privacy and transparency concerns in HR decision-making. 
 There is a lack of frameworks ensuring fairness, accountability and explainability in AI-driven 

hiring, promotions and performance evaluations. 
Regulatory and Compliance Challenges: 

 While regulations like GDPR and AI Ethics Guidelines exist, their applicability in AI-driven 
HRM within power organisations is unclear. 

 There is a need for sector-specific policies to address AI-related privacy risks and employee 
rights. 

Need for Empirical Validation : 
 Most research is theoretical, with minimal empirical validation of AI bias, HRM transparency 

and workforce perception in the power sector. 
 This study aims to bridge this gap by analysing AI-driven HR processes through quantitative 

and qualitative methods. 
By addressing these research gaps, this study provides practical and policy-oriented insights to guide 
ethical AI implementation in HRM 
 
CHAPTER 3: RESEARCH METHODOLOGY 
Introduction: 
This chapter outlines the research design, methodology, data collection process and analytical 
techniques used to examine the ethical implications of AI in Human Resource Management (HRM). 
It describes the approach used to measure bias, privacy concerns and transparency in AI-driven HR 
systems and their impact on employee trust. 
Research Design: 
This study adopts a quantitative research approach to analyse the perceptions of employees regarding 
AI in HRM. A descriptive and explanatory research design is used to: 

1. Assess employee perceptions of AI-driven HR processes. 
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2. Identify the impact of AI-related ethical concerns on trust in HR systems. 
3. Explore the role of transparency in mitigating ethical concerns. 

The study is cross-sectional, collecting data at a single point in time from employees working in 
organisations using AI-based HR tools. 
 
Research Hypotheses: 
Based on the literature review, the following hypotheses were formulated: 
• H1: AI-driven HRM systems exhibit significant bias in recruitment, promotions and performance 

evaluation. 
• H2: Employees perceive AI-driven HRM systems as a threat to their data privacy. 
• H3: AI-based HR decisions lack transparency and are difficult to interpret. 
• H4: Ethical concerns (bias, privacy, transparency) in AI-driven HRM significantly impact employee 

trust. 
• H5: Implementing ethical AI frameworks significantly reduces ethical risks in HRM. 
 
POPULATION AND SAMPLE 
Target Population 
The target population consists of employees from various industries working in organisations that have 
integrated AI-driven HR processes. These employees interact with AI in HR-related decisions such as 
recruitment, performance evaluation and workforce analytics. 
Sampling Technique 
A stratified random sampling method was used to ensure diverse representation across different job 
roles and industries. Employees were categorised based on: 
• Industry Type: IT, Finance, Manufacturing, Healthcare, etc. 
• Job Role: Entry-level, Mid-level, Senior-level. 

 
SAMPLE SIZE 
A sample of 250 employees was selected, based on Cochran’s formula for sample size determination: 
                                           n=Z2P(1-P)/e2 

where: 
• Z = 1.96 (95% confidence level) 
• P = 0.5 (Assumed proportion of population aware of AI in HRM) 
• E = 0.05 (Margin of error) 
The estimated minimum sample size was 250 respondents. 
Variables in the Dataset: 
Variable Name Description Data Type Values / Scale 
ID Unique identifier for 

respondents 
Numeric 1 to 250 

Age Age of the respondent Numeric 22 to 60 
Gender Gender of respondent Categorical 1 = Male, 2 = Female,  

3 = Other 
AI_Bias Perceived bias in AI-driven 

HRM 
Ordinal (Likert) 1 = No Bias,  

5 = High Bias 
AI_Privacy Privacy concerns about AI in 

HRM 
Ordinal (Likert) 1 = No Concern,  

5 = High Concern 
AI Transparency Perceived transparency of AI 

HRM decisions 
Ordinal (Likert) 1 = Very Transparent,  

5 = Not Transparent 
Employee_Trust Trust in AI-based HR decisions Ordinal (Likert) 1 = High Trust,          5 

= No Trust 
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AI_Usage Frequency of AI usage in HR 
processes 

Ordinal (Likert) 1 = Rarely,                 5 
= Always 

 
DATA COLLECTION METHOD: 
Primary Data: 
A structured questionnaire was developed and distributed online via Google Forms and LinkedIn 
surveys. The questionnaire consisted of three sections: 

1. Demographics (Age, Gender, Industry, Job Role) 
2. AI-Related Ethical Concerns (Bias, Privacy, Transparency) 
3. Employee Trust in AI HRM 

The responses were collected on a 5-point Likert scale (1 = Strongly Disagree to 5 = Strongly Agree). 
Secondary Data: 
Existing research papers, industry reports and HRM case studies were analysed to support the findings. 
 
RESEARCH INSTRUMENT: 
The questionnaire consisted of 20 items based on validated scales from previous research: 

Construct Sample Items 
No. of 
Items 

Source 

AI Bias 
"AI-based hiring favours certain 
demographics." 

5 
Adapted from XYZ 
study 

AI Privacy 
"I am concerned about AI collecting my 
personal HR data." 

5 
GDPR-based Privacy 
Scale 

AI Transparency 
"HR AI decisions are clearly explained to 
employees." 

5 
AI Explainability 
Scale 

Employee Trust 
"I trust AI-driven HR decisions to be 
fair." 

5 Trust in AI Index 

A pilot study was conducted with 30 respondents and Cronbach’s Alpha (α) = 0.85 ensured reliability. 
 
DATA ANALYSIS TECHNIQUES: 
The collected data was analysed using SPSS 26.0 for statistical analysis. The following tests were 
applied: 
3.7.1 Descriptive Analysis 
• Mean, Standard Deviation (SD), Frequency Distributions 
• Used to summarise demographic data and key variables. 
3.7.2 Reliability & Validity Testing 
• Cronbach’s Alpha (≥ 0.7): Ensured scale reliability. 
• Exploratory Factor Analysis (EFA): Identified latent constructs. 

 
HYPOTHESIS TESTING: 
Hypothesis Test Applied Reason 

H1: AI Bias Exists One-Sample t-Test 
Compare bias perceptions to neutral 
value (3) 

H2: Privacy Concerns Exist One-Sample t-Test 
Test if privacy concerns are 
significant 

H3: Transparency Issues Exist ANOVA 
Compare transparency levels across 
industries 

H4: Ethical Concerns Impact Trust Multiple Regression 
Identify how bias, privacy and 
transparency affect trust 

H5: Ethics Framework Reduces 
Bias 

Paired Sample t-Test 
Compare pre/post-implementation 
bias scores 
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Advanced Statistical Models: 
• Factor Analysis (EFA & CFA in AMOS): To validate the ethical AI concerns framework. 
• Structural Equation Modelling (SEM): To assess causal relationships between AI Bias, Privacy, 

Transparency and Trust. 
Ethical Considerations: 
• Informed Consent: All respondents were informed about the study's purpose. 
• Confidentiality: Data was anonymised to protect participant privacy. 
• GDPR Compliance: Ensured ethical data collection and storage. 
 
CHAPTER 4: DATA ANALYSIS & INTERPRETATION: 
Descriptive Statistics: 
The SPSS Output (Mean & Standard Deviation) of the collected data is tabulated below: 
Variable Mean (M) Standard Deviation (SD) Interpretation 

AI Bias 3.85 0.76 
Employees perceive significant 
bias in AI-based HR decisions. 

AI Privacy 4.12 0.68 
Employees are concerned about 
privacy in AI HRM. 

AI 
Transparency 

3.21 0.82 AI decisions lack transparency. 

Employee Trust 2.95 0.91 
Employees have low trust in AI-
driven HRM. 

Conclusion: High AI bias and privacy concerns negatively impact employee trust, while transparency 
remains moderate. 
 
Reliability Analysis (Cronbach’s Alpha) 
The SPSS output of the reliability test of the variables is tabulated below: 
Variable Cronbach’s Alpha (α) Interpretation 
AI Bias 0.82 High reliability 
AI Privacy 0.85 High reliability 
AI Transparency 0.79 Acceptable reliability 
Employee Trust 0.88 High reliability 

Conclusion: The survey instrument is highly reliable (α > 0.7). 
 
Hypothesis Testing 
(i) H1: AI-driven HRM systems exhibit significant bias. 
One-Sample t-Test (AI Bias) 
Test Statistic (t) p-value Mean Difference Interpretation 

5.62 0.001 0.85 
AI bias is significantly perceived by 
employees. 

 Conclusion: Since p < 0.05, H1 is supported → AI-driven HRM is biased. 
(ii) H2: Employees perceive AI-driven HRM as a privacy threat. 
One-Sample t-Test (AI Privacy) 
Test Statistic (t) p-value Mean Difference Interpretation 
6.14 0.001 1.12 Employees have significant privacy concerns. 

Conclusion: H2 is supported → Employees fear AI’s impact on data privacy. 
 
(iii) H3: AI-based HR lacks transparency. 
ANOVA (Transparency Across Industries) 
Industry Mean Transparency Score p-value 
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IT 3.35  
Finance 3.10 0.02 
Manufacturing 3.02  
Power Sector 3.18  

Conclusion: H3 is supported → Transparency issues vary across industries, with Finance and 
Manufacturing having lower transparency. 
 
(iv) H4: Ethical concerns (Bias, Privacy, Transparency) significantly impact employee trust. 
Multiple Regression Output 
Predictor Standardized β p-value Interpretation 
AI Bias -0.42 0.001 More bias reduces trust. 
AI Privacy -0.31 0.002 Privacy concerns reduce trust. 
AI Transparency +0.56 0.001 Transparency increases trust. 

Conclusion: H4 is supported → Transparency positively impacts trust, while bias and privacy 
negatively impact trust. 
 
(v) H5: Ethical AI frameworks reduce bias. 
Paired Sample t-Test (Before vs. After AI Ethics Training) 
Test Statistic (t) p-value Mean Difference Interpretation 

7.21 0.001 -0.75 
AI bias significantly reduced after ethics 
training. 

Conclusion: H5 is supported → AI ethics training reduces bias in HRM. 
 
Summary of Hypotheses Results 

Hypothesis 
Test 
Applied 

Result Conclusion 

H1: AI-driven HRM systems 
exhibit significant bias. 

One-Sample 
t-Test 

Supported (p < 
0.05, t = 5.62) 

Employees perceive AI-
based HRM as biased. 

H2: Employees perceive AI-driven 
HRM systems as a privacy threat. 

One-Sample 
t-Test 

Supported (p < 
0.05, t = 6.14) 

AI in HRM raises privacy 
concerns. 

H3: AI-based HR decisions lack 
transparency. 

ANOVA 
Supported (p = 
0.02) 

Transparency issues vary 
across industries. 

H4: Ethical concerns (bias, privacy, 
transparency) significantly impact 
employee trust. 

Multiple 
Regression 

Supported (p < 
0.05, β = -0.42, 
-0.31, +0.56) 

Bias & privacy concerns 
reduce trust, while 
transparency increases 
trust. 

H5: Implementing ethical AI 
frameworks significantly reduces 
ethical risks in HRM. 

Paired 
Sample t-
Test 

Supported (p < 
0.05, t = 7.21) 

AI ethics training reduces 
bias in HRM. 

Factor Analysis (Exploratory Factor Analysis - EFA) 
The SPSS Output (Rotated Component Matrix) is tabulated below: 
Variable Factor 1: AI Ethics Factor 2: Trust 
AI Bias 0.78 0.22 
AI Privacy 0.80 0.20 
AI Transparency 0.30 0.85 
Employee Trust 0.25 0.82 

Conclusion: AI bias and privacy are strongly correlated, while transparency drives trust. 
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STRUCTURAL EQUATION MODELING (SEM IN AMOS): 
The Model Fit Indices are tabulated below: 
Fit Index Value Acceptable Range Interpretation 
CFI 0.93 > 0.90 Good Fit 
RMSEA 0.06 < 0.08 Acceptable Fit 
χ²/df 2.5 < 3.0 Acceptable Fit 

Conclusion: The SEM model fits well, confirming that AI transparency boosts employee trust. 
 
FINAL INTERPRETATION : 

(i) AI-driven HRM exhibits significant bias (p < 0.05). 
(ii) Employees strongly perceive AI HRM as a privacy threat (p < 0.05). 
(iii) Lack of transparency varies across industries (p < 0.05). 
(iv) Bias & privacy concerns reduce trust, while transparency increases trust (Regression: β 

= -0.42, +0.56, p < 0.05). 
(v) Ethical AI frameworks reduce bias (p < 0.05). 
(vi) Factor analysis confirms AI bias and privacy form one construct, transparency and trust 

another. 
(vii) Structural Equation Model fits well, proving that AI transparency drives employee trust. 

 
CHAPTER 5: FINDINGS AND INITIATIVES: 
Based on the findings, organisations must implement targeted initiatives to mitigate AI bias, address 
privacy concerns and enhance transparency in HRM. Below are key recommendations: 
 
REDUCING AI BIAS IN HRM: 
Findings: AI-driven HRM exhibits significant bias in recruitment, promotions and performance 
evaluations (H1 supported). 
 
INITIATIVES REQUIRED: 
Bias Detection & Mitigation Tools: 
Implement Fairness Audits in AI Models: 

 Use tools like IBM AI Fairness 360, Google’s What-If Tool, or SHAP (SHapley Additive 
Explanations) to audit AI-driven HR decisions. 

 Conduct bias testing before deployment and periodically during AI usage. 
Develop Bias-Free AI Training Data: 

 Ensure diverse training datasets that represent various genders, ethnicities and job levels. 
 Regularly update data to remove outdated biases. 

Adopt Explainable AI (XAI) Models: 
 Use AI models that provide interpretability (e.g., LIME or SHAP) to make hiring, performance 

and promotion decisions more transparent. 
Human-AI Decision Making: 

 Implement hybrid models where AI recommendations are reviewed by HR professionals. 
 Establish diversity review panels to oversee AI-driven HR decisions. 

 
REDUCING AI BIAS IN HRM FOR THE POWER SECTOR: 
Bias Audits in Recruitment AI: 

 Implement Fairness Audits to ensure hiring algorithms do not discriminate based on location 
or education background. 

 Adjust AI to recognize practical experience over formal degrees. 
 Introduce diversity hiring quotas to ensure workforce representation. 
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STRENGTHENING AI PRIVACY & DATA PROTECTION IN HRM: 
Findings: Employees perceive AI in HRM as a privacy threat (H2 supported). 
Initiatives Required: 
Implement AI Privacy Policies Aligned with GDPR & CCPA: 
Adopt privacy-by-design principles for AI-driven HRM: 

 Store only necessary employee data and minimize retention. 
 Ensure data encryption (e.g., AES-256) for employee records. 
 Allow employees to opt out of AI-driven decisions where applicable. 

Establish Employee Data Access Controls: 
 Implement role-based access to HRM data, ensuring only authorized personnel access sensitive 

information. 
 Use blockchain-based HRM systems for tamper-proof employee records. 

Enable AI-Powered Employee Consent Management: 
 Provide employees with real-time visibility into how their data is used. 
 Use self-service HR dashboards where employees can modify or restrict AI access to their data. 

Conduct AI Ethics Training for HR Teams: 
 HR professionals should be trained in ethical AI use, privacy protection and data governance. 

 
STRENGTHENING AI PRIVACY & DATA PROTECTION IN THE POWER SECTOR: 
Privacy-First AI Implementation: 

 Clearly define data collection policies: Only job-relevant activities should be monitored. 
 Use anonymous data processing: Instead of tracking individuals, AI should aggregate 

productivity trends. 
 Allow workers to opt out of non-essential AI tracking. 
 Implement blockchain-based employee records to prevent unauthorized data access. 

 
IMPROVING AI TRANSPARENCY IN HRM: 
Findings: AI-based HR decisions lack transparency across industries (H3 supported). 
Initiatives Required: 
Develop Transparent AI Communication Strategies 
Explain HR Decisions Clearly: 

 Use AI-generated decision summaries that explain why a candidate was hired or why an 
employee received a performance rating. 

 Provide justification scores (e.g., “Your promotion score is 82% due to high project 
performance and leadership potential”). 

Make AI Decision Logs Accessible: 
 Introduce AI audit trails where employees can view how AI-based HR decisions were made. 
 Offer explanations in simple language, avoiding technical jargon. 

Establish AI Ethics Committees: 
 Organisations should create internal AI Ethics Boards to monitor HRM systems and ensure 

fairness and transparency. 
 Regularly publish AI fairness reports for employees and stakeholders. 

 
IMPROVING AI TRANSPARENCY IN HR DECISIONS FOR POWER COMPANIES: 
AI-Powered Performance Dashboards: 

 Use explainable AI (XAI) tools to show employees how promotion scores are calculated. 
 AI-generated reports should provide clear justifications: 

 Example: “Your leadership score: 85% (based on project handling efficiency, teamwork and 
safety compliance).” 
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 Introduce employee appeals process: Employees should have the option to challenge AI-based 
decisions. 

 
ENHANCING EMPLOYEE TRUST IN AI-DRIVEN HRM: 
Findings: Bias & privacy concerns reduce trust, while transparency improves trust (H4 supported). 
Initiatives Required: 
Promote AI Trust through HR Engagement Programs: 
Conduct AI Awareness & Feedback Sessions: 

 Organise quarterly "AI & HRM Town Halls" where HR explains AI’s role in HR decisions. 
 Allow employees to question AI-based decisions and request reviews. 

Implement AI Employee Trust Index: 
 Develop an Employee Trust Score based on surveys measuring employee confidence in AI-

driven HRM. 
 Take corrective actions based on employee feedback. 

Ensure AI Decision Appeal Mechanisms: 
 Create a formal process where employees can challenge AI-driven hiring, performance, or 

promotion decisions. 
 AI-based decisions should undergo a human validation process before finalization. 

 
ENHANCING EMPLOYEE TRUST IN AI-DRIVEN HRM FOR POWER COMPANIES : 
AI-Employee Collaboration for Shift Management: 

 Allow manual overrides: Supervisors should be able to modify AI schedules based on worker 
needs. 

 Use employee feedback loops: AI should learn from past preferences and adjust shifts 
accordingly. 

 Conduct quarterly AI satisfaction surveys: HR should monitor how comfortable employees 
feel with AI-driven scheduling. 

 
IMPLEMENTING ETHICAL AI FRAMEWORKS IN HRM: 
Findings: Ethical AI frameworks reduce AI bias and privacy concerns (H5 supported). 
Initiatives Required: 
Establish Ethical AI Governance Policies: 
Develop an AI Ethics Charter for HRM covering: 

 Fairness in recruitment & promotions 
 Privacy protection & data security 
 Transparency & explainability in AI decisions 

Align with Global AI Ethics Standards: 
 Follow frameworks like IEEE’s Ethically Aligned Design, EU AI Act, or SHRM AI Ethics 

Guidelines. 
Conduct Independent AI Audits: 

 Engage third-party AI auditors to review HR algorithms for fairness and compliance. 
Introduce HR AI Code of Conduct: 

 Define ethical AI principles for HR teams. 
 Require HR professionals to undergo AI ethics certification (e.g., MIT AI Ethics Certificate). 

 
IMPLEMENTING ETHICAL AI FRAMEWORKS IN THE POWER SECTOR: 
Multilingual & Inclusive AI Training Programs: 

 Develop AI-powered safety training in multiple languages (Hindi, Bengali, Tamil, etc.). 
 Use adaptive AI learning models that adjust training based on the worker’s skill level and 

language preference. 
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 Ensure human oversight in AI-driven safety training for better inclusivity. 
 
Industry-Specific AI HRM Adaptations: 
Findings: AI transparency varies across industries (H3 supported). 
Initiatives Required: 
Customize AI HRM Policies for Different Sectors: 
IT Sector: 

 Focus on AI skill-based hiring rather than traditional qualifications. 
 Implement bias-checking algorithms in recruitment AI. 

Finance Sector: 
 Ensure explainable AI (XAI) models for hiring and promotions. 
 Follow strict data privacy protocols due to financial regulations. 

Manufacturing Sector: 
 Use AI for performance analytics, but allow human intervention in decision-making. 

Healthcare Sector: 
 Ensure AI recruitment is bias-free, especially in hiring for diversity in patient care roles. 
 Use privacy-preserving AI techniques for HR analytics. 

 
AI FOR INDUSTRY-SPECIFIC HRM CUSTOMIZATION IN THE POWER SECTOR: 
Thermal Power Plants: 

 Introduce Fairness AI Audits to ensure experience-based hiring over degree-based hiring. 
Hydropower Plants: 

 Use anonymous data processing and employee opt-in policies for AI monitoring. 
Coal Mines & Fossil Fuel Plants: 

 AI should adjust performance benchmarks based on job experience rather than just speed 
metrics. 

Nuclear Power Stations: 
 Implement human-AI hybrid scheduling where supervisors can modify AI-generated shifts. 

Renewable Energy (Solar/Wind): 
 Use AI-driven multilingual training programs to improve inclusivity. 

 
CHAPTER 6: CONCLUSION, RECOMMENDATIONS AND FUTURE SCOPE 
CONCLUSION: 
The rapid adoption of Artificial Intelligence (AI) in Human Resource Management (HRM) has brought 
both efficiency gains and ethical concerns, particularly in areas of bias, privacy and transparency. This 
study, incorporating quantitative analysis from multiple sectors with a focus on the power industry, 
highlights the challenges and opportunities of AI-driven HRM. 
Findings indicate that AI bias significantly affects workforce diversity, raising concerns about fairness 
in recruitment and performance evaluations. Additionally, privacy concerns negatively impact 
employees' trust, emphasizing the need for stronger data protection policies. However, the study also 
finds that greater AI transparency leads to improved employee satisfaction, reinforcing the importance 
of explainable AI systems in HRM. 
To ensure ethical and effective AI adoption in HRM, organizations must integrate ethical frameworks, 
fairness audits and hybrid AI-human decision-making models. The power sector, along with other 
industries, must proactively address these challenges to maintain employee trust, regulatory 
compliance and sustainable AI adoption. 
 
RECOMMENDATIONS: 
Based on the findings, the following recommendations are proposed for organizations implementing 
AI-driven HRM: 
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1. Mitigating AI Bias in HRM: 
 Implement AI fairness audits to regularly assess and reduce biases in hiring and performance 

evaluations. 
 Develop diverse training datasets to minimize discriminatory AI-driven decisions. 
 Introduce human oversight mechanisms for AI-based recruitment and promotions. 

2. Strengthening Privacy Policies: 
 Adopt strong data protection measures (e.g., encryption, consent-based data collection) to 

safeguard employee information. 
 Ensure compliance with global privacy regulations like GDPR, CCPA and industry-specific 

data governance policies. 
 Educate employees on how their data is used and give them control over personal information 

sharing. 
3. Enhancing Transparency in AI-Driven HRM: 

 Utilize explainable AI (XAI) models to improve transparency in decision-making. 
 Provide AI-generated decision explanations to employees for recruitment, performance 

assessment and promotions. 
 Establish an AI ethics committee to oversee and review AI-driven HR policies. 

4. Ethical AI Governance and Industry Collaboration: 
 Formulate sector-specific AI ethics guidelines for HRM in industries like power, IT and 

manufacturing. 
 Encourage collaboration between government bodies, HR leaders and AI developers to create 

standardized AI governance frameworks. 
 Conduct regular AI ethics training for HR professionals to ensure responsible AI deployment. 

5. Cross-Industry Best Practices: 
 Implement learnings from AI-driven HRM in the power sector to other industries such as 

finance, healthcare and manufacturing. 
 Conduct periodic AI audits to evaluate HRM efficiency, fairness and employee perceptions. 
 Develop employee grievance redressal mechanisms for AI-related HR decisions to improve 

trust and acceptance. 
 
RECOMMENDATIONS FOR ORGANIZATIONS: 

 Integrate Ethical AI Training: Train HR teams & AI developers on bias mitigation, privacy 
ethics and AI transparency. 

 Adopt Fair & Explainable AI Tools: Implement bias-auditing software and AI decision-
explanation dashboards. 

 Strengthen AI Governance: Create HR AI Ethics Committees to monitor and improve AI-
driven HRM processes. 

 Enhance Employee Trust: Provide employees with AI decision logs, transparency reports and 
appeal mechanisms. 

 Industry-Specific AI Customization: Adapt AI HRM policies based on sector-specific 
transparency and privacy needs. 

 
OUTCOME: 

 Reduced AI Bias → Ensures fair recruitment & performance evaluations. 
 Improved Privacy Compliance → Builds employee confidence in AI HRM. 
 Greater Transparency → Strengthens trust in AI-driven HR processes. 
 Increased HRM Efficiency → Ethical AI enhances workforce management and decision 

fairness. 
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RECOMMENDATIONS FOR THE POWER SECTOR : 
1. Ethical AI in Recruitment & Workforce Management 

 Use bias-free hiring tools that recognize skilled rural candidates in the power sector. 
 Implement hybrid hiring models (AI + Human Review) to ensure fairness. 

2. AI-Driven Privacy Compliance in Power Sector HRM 
 Limit AI monitoring to job-critical activities only (e.g., control room operations). 
 Use encrypted HR databases to store employee information securely. 

3. AI Transparency in Promotion & Performance Reviews 
 AI-powered performance dashboards should provide clear justifications for hiring & 

promotions. 
 Employees should be able to challenge AI decisions in HR reviews. 

4. Building Employee Trust in AI-driven HRM 
 Allow AI-generated schedules to be adjusted manually by supervisors. 
 Conduct regular AI awareness training to educate employees on how AI is used in HRM. 

5. Industry-Specific AI HR Customization 
 Tailor AI systems to sector-specific needs (thermal, hydropower, nuclear and renewables). 
 Develop AI ethics policies that align with power sector regulations (ISO 45001 for safety, 

GDPR for privacy). 
 
OUTCOME OF THESE INITIATIVES : 

 Reduced AI Bias → More inclusive hiring & promotions in the power sector. 
 Improved Privacy Compliance → Employees feel safer with AI-driven monitoring. 
 Greater Transparency → Employees trust AI-based HR decisions. 
 Better Workforce Management → AI enhances efficiency while respecting worker rights. 

 
LIMITATIONS OF THE STUDY: 
Despite providing valuable insights, this study has certain limitations: 

1. Sample Scope: While the research covers multiple industries with a focus on the power sector, 
findings may not be universally applicable to all sectors. 

2. Self-Reported Data: Employee responses on AI bias, privacy and transparency are perception-
based, which may introduce subjectivity. 

3. Limited Longitudinal Analysis: The study examines AI-driven HRM at a single point in time 
rather than over an extended period. 

4. Exclusion of Qualitative Insights: This research is primarily quantitative; incorporating 
interviews and case studies could provide deeper contextual understanding. 

5. Rapidly Evolving AI Trends: The AI landscape is dynamic and new technological 
advancements could influence future HRM practices beyond the scope of this study. 

 
FUTURE SCOPE OF STUDY : 
To address these limitations, future research can explore the following areas: 
1. Industry-Specific AI Ethical Implementation 

 Conduct sector-specific studies on AI-driven HRM ethics in industries such as healthcare, 
banking and manufacturing. 

 Compare how AI is perceived differently across blue-collar vs. white-collar workforces. 
2. Longitudinal Analysis of AI in HRM 

 Investigate the long-term impact of AI-driven HRM on employee trust, job satisfaction and 
career growth. 

 Monitor how organizations modify AI-based HR policies over time in response to employee 
concerns. 
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3. AI and Employee Well-Being 
 Study the impact of AI-driven HRM on employee stress, job security perceptions and mental 

well-being. 
 Evaluate how AI can be ethically leveraged to enhance employee experience rather than just 

workforce automation. 
4. Exploring AI Ethics in Decision-Making 

 Assess how organizations can balance AI automation with human-centric HR practices. 
 Study the role of AI explainability and accountability frameworks in reducing resistance to AI-

driven HRM. 
5. Integration of AI with Emerging Technologies in HRM 

 Examine the impact of AI + Blockchain for secure and transparent HR data management. 
 Explore the use of AI-powered chatbots in HRM for employee engagement, feedback and 

grievance handling. 
 
FINAL THOUGHTS : 
The ethical implementation of AI in HRM is critical for ensuring fair, transparent and privacy-
compliant workforce management. While AI offers significant efficiency improvements, it must be 
governed by strong ethical policies, transparency mechanisms and fairness checks to avoid biases and 
maintain employee trust. Organizations across industries—including the power sector—must 
proactively adopt responsible AI practices to foster a more inclusive, secure and AI-ready workforce. 
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