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1. Introduction 

Infiltration is defined as a physical phenomenon, in which 

water penetrates into the soil from surface sources such as 

snowfall, precipitation, and irrigation. Information of infiltra- 

tion is essential in hydrologic design, watershed management, 

irrigation, and agriculture. It is, therefore, necessary to have 

a thorough understanding of infiltration characteristics for 

a given land use complex. Infiltration is an important com- 

ponent process of the hydrologic cycle. It is one of the main 

abstractions accounted for in the rainfall–runoff modeling. In 

the hydrological process, infiltration separates the water into 

two parts: surface flow and groundwater flow. Soils of different 

types have different infiltration characteristics. Infiltration rates 

are affected by a number of factors, some of which are ante- 

cedent soil moisture, texture of the soil, density, and behavior 

of the soil (Angelaki et al. 2013). Knowledge of infiltration 

is essential for any beneficial durable study of hydrological 

evaluations (Pedretti et al. 2012; Shiri et al. 2017a; Shiri et al. 

2017b). Because of an elementary role in the hydrological 

process, it has received a great deal of attention from soil and 

water researchers. Several models [Philip, Kostiakov, Horton, 

Modified Kostiakov, Holton, Novel, etc.] have evolved to assess 

infiltration. 

Many researchers developed various conventional models 

for estimating infiltration rate (Kostiakov 1932; Mishra et al. 

2003; Philips 1957; Richards 1931; Sihag et al. 2017a; Singh and 

Yu 1990). Some researchers used soft-computing in estimating 

infiltration process (Sihag et al. 2017b; ; Sihag et al. 2018a; 

Singh et al. 2017; Sy 2006; Tiwari et al. 2017). 

In the last decades, Gaussian Process regression, gene expres- 

sion programming, generalized neural network, Support vector 

machine, Fuzzy Logic, Adaptive neuro fuzzy inference system, 

and Artificial neural network have been used as dominant 

tools in solving water resources problems (Azamathulla et al. 

2016a; Azamathulla et al. 2016b; Baba et al. 2013; Haghiabi 

et al., 2017a; Haghiabi et al. 2018; Karimi et al. 2016; Keshavarzi 

et al. 2017; Kisi et al. 2015; Kisi et al. 2017; Kumar et al. 2018a; 

Mehdipour and Memarianfard 2017; Najafzadeh et al. 2018a; 

Najafzadeh et al. 2018b; Parsaie and Haghiabi 2014; Parsaie 

and Haghiabi 2015a; Parsaie and Haghiabi 2017a; Parsaie et al. 

2017a; Parsaie et al. 2017b; Parsaie et al. 2017c; Roushangar et al. 

2014; Rosushangar et al. 2017; Shiri and Kisi 2012; Shiri et al. 

2016; Shiri et al. 2017c; Sihag et al. 2017c; Sihag et al. 2018b; 

Tiwari et al. 2018; Yavari et al. 2017). Conventional models 

are site specific and require model parameters, whereas soft 

computing-based models are general for the study area. The 

advantage of using any soft computing-based model is that 

these techniques require few user-defined parameters. Keeping 

in view the improved performance by GP-, GEP-, GRNN-, and 

ANN-based approaches in water engineering problems, this 

study compares its performances with conventional models 

(Kostiakov model and Philips model) of infiltration rate of the 

soil. 

 
2. Soft computing techniques and conventional 
models 

 Overview of Gaussian process regression (GP) 

Rasmussen and Williams (2006) assumed for the working of GP 

regression model that the adjoining observations give knowl- 

edge to each other. It is a process to specify a prior immediately 

over function space. The mean and covariance of Gaussian 
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distribution are vector and matrix. The Gaussian process is over 

function. GP regression model is capable of recognizing the 

predictive distribution analogous to check input information. 

A GP is a collection of random variables in which any 

finite number has a joint multivariate Gaussian distribution. 

Assuming xXy represents the domains of inputs and outputs, 

respectively, in which n pairs (xi,yi) are drawn independently 

and identically distributed, for regression, let y ⊆ ℜ; then, a GP 
on χ is defined by a mean function µ : 3 ℜ and a covariance 

function k: 3 × 3 → ℜ. 
There are many kernel functions in GP, so how to select a 

better kernel function is also a research concern. However, 

for general purpose, there are two common kernel functions. 

1. Radial basis kernel (RBF) = e− |xi −xj | 
2. Pearson VII function kernel (PUK) = 

parameters Gaussian noise, γ, σ, and ω. The choices of Gaussian 

noise, γ, σ, and ω control the prediction (regression) model’s 

complexity. In this study, a physical method (carrying out sev- 

eral trials using different combinations of user-defined param- 

eters) was implemented to select user-defined parameters (i.e. 

Gaussian noise, γ, σ, and ω). For further explanation about GP 

in detail, readers are referred to Kuss (2006). 

 
 Overview of gene-expression programming 

GEP proposed by Ferreira (2002) is a search technique that 

involves computer programs. It is a developed method with the 

base of genetic algorithms (GA) and has been widely imple- 

mented in the current studies. The computer programs of GEP 

are all encoded in linear chromosomes, which are then articu- 

� � √ � �2   
ω

 lated or translated into expression trees (ETs). A concise flow- 
1 1 + 2 

�
 �2 2(1∕ ω) − 1 σ chart of GEP is shown in Figure 1. The first step of this program 
�xi − xj � 
� � 

to solve any problem is to produce the initial population, which 

Here, Gaussian noise, γ, σ, and ω are kernel parameters. It 

is well known that GP generalization performance (predic- 

tion precision) depends on a good setting of meta-parameters, 

happens with arbitrary births of chromosomes and in the later, 

the chromosomes convert to expression trees (ETs) that are 

examined by performance criteria to represent the solubility 

 

 

 
 

Figure 1. Brief algorithm of gene expression programming. 
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Figure 2. Structure of the GRNN model. 

 

 

 

Figure 3. Structure of the ANN model. 

 
 

of produced ETs. If the outcomes convince the performance 

criteria, population generating stops, and if the results are not 

satisfactory, system regenerates with some improvement to 

make new generation with improved value and this process 

occurs until best results are achieved. For further explanation 

about GEP, readers are referred to Ferreira (2006), Mehdipour 

et al. (2017), Parsaie and Haghiabi (2017b), and Shiri (2017). 

 Overview of generalized regression neural network 

GRNN, first introduced by Specht (1991), is a normalized 

RBF network in which there is a hidden component centered 

at each training example. These RBF components are known 

as ‘kernels’ and are usually probability density functions, for 

example, support vector machine and Gaussian Process. The 
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Figure 4. Location of the study area. Source: Author. 

 

 

Table 1. The soil texture and coordinate system of all locations. 
 

Sr. No. Site No. Location Latitude Longitude 

1 1 Kelat 32°38′33.64″N 47°50′45.86″E 
2 2 Kelat 32°38′37.16″N 47°50′42.02″E 
3 3 Kelat 32°38′30.64″N 47°50′49.64″E 
4 4 Kelat 32°38′39.88″N 47°50′48.39″E 
5 5 Davood Rashid 33°33′54.13″N 47°41′33.06″E 
6 6 Davood Rashid 33°33′49.14″N 47°41′40.52″E 
7 7 Davood Rashid 33°33′58.93″N 47°41′45.94″E 
8 8 Davood Rashid 33°34′17.67″N 47°42′6.56″E 
9 9 Davood Rashid 33°34′8.07″N 47°42′20.06″E 
10 10 Davood Rashid 33°34′41.89″N 47°42′12.19″E 
11 11 Davood Rashid 33°33′48.08″N 47°40′50.51″E 
12 12 Davood Rashid 33°33′43.24″N 47°40′54.40″E 
13 13 Davood Rashid 33°33′40.29″N 47°41′1.05″E 
14 14 Honam 33°47′25.37″N 48°15′55.80″E 
15 15 Honam 33°47′4.12″N 48°17′15.25″E 

16 16 Honam 33°47′6.80″N 48°17′23.76″E 

 

 

hidden-to-output weights are just the target values, so the 

output is basically a weighted average of the target values of 

training bags near the given input bags. The only weights that 

need to be studied are the widths of the RBF components. A 

GRNN arrangement contains only four levels. The input ele- 

ments are in the initial level, the second level has the pattern 

elements, the outputs of this level are crossed on to the sum- 

mation elements in the third level, and the final level covers 

the output elements. The first level is completely linked to the 

second, pattern level, where each element shows a training 

pattern and its output is a measure of the distance of the input 

from the stored patterns. The structure of the GRNN is shown 

in Figure 2. The optimal value of the user-defined parameter 

is determined experimentally, which is known as a spread (s). 

For more information about GRNN, readers are referred to 

Specht (1991) and Wasserman (1993). 

 

 
 

Figure 5. Double ring infiltrometer. 

 
 

 Overview of artificial neural network 

ANN is a machine learning technique widely implemented 

for the numerical forecast of problems (Haghiabi et al. 2017b; 

Kumar et al. 2018b; Parsaie and Haghiabi 2015b; Sihag 2018). It 

is inspired by the functioning of the neurons system and brain 

architecture. ANN has one input, one or more hidden, and one 

output layers. Each layer consists of the number of nodes and 

the weighted connection among these layers represents the 

connection among the nodes. Input layer having nodes equal to 

the number of input parameters distributes the data accessible 

to the network and does not help in processing. The target layer 

is the final processing unit (Figure 3). When an input layer is 
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subjected to an input value which passes through the inter- 

connections between the nodes, these values are multiplied by 

the corresponding weights and summed up to obtain the net 

output (P
j
) to the unit. 

by activation function to produce a target for unit j. The full 

discussion about ANN is given by Haykin (1999). 

 
 Conventional models 

Pj = xij × yi 

i 
(1)  Kostiakov model 

Kostiakov (1932) proposed an empirical model in order to 

where X
ij 

is the weight of interconnection from unit i to estimate the infiltration rate which is mentioned as follows: 

j, y
i 
is the input value at the input layer, P

j 
is target obtained 

f (t) = mt−n (2) 

 

 
 

 
 

Figure 6. Flow chart of research. 
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Table 2. Details of the initial and final infiltration rates and soil properties of the study area. 

Initial infiltration rate at t Final/steady infiltration 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 3. Characteristics of the training and testing data used in this study. Table 4. Performance of conventional models with training and testing data-set. 

 
 

Performance evaluation parameters 
 

Sr. 
No. Models 

1 Kostiakov 
model 

2 Philips 

 
 

Training Testing 
 

 

CC RMSE NSE CC RMSE NSE 

0.5689 0.2786 0.3237 0.5017 0.2687 0.2463 
 

0.5689 0.1979 0.3236 0.5038 0.1915 0.2491 

 
 

 
 

W (%) Train 1.66 3.84 2.434952 0.51357 
Test 1.66 3.84 2.4128 0.491578 

 
 

 
1.8 

1.6 

1.4 

1.2 
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0.8 

 

Table 5. Optimum user-defined parameters. 
 

 

Kernel Functions GP 
 

 

RBF kernel  Gaussian noise = 0.1, γ = 12 
PUK kernel Gaussian noise = 0.1, = 0.1, σ = 1 

 
 

 

 

 Philip’s model 

Philips (1957) suggested the following theoretical infiltration 

equation based on physical properties of soil and analysis of 

water penetration into a uniform soil. 

0.6 

0.4 

0.2 

 
1 

f ( t)= 
2 

St 

 
−0.5 + A 

 
(3) 

 
0 
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Actual Infiltration rate (cm/min.) 

where f(t) is the infiltration rate (LT−1) as a function of time, 

m and n are the equation’s parameters and t is time (T), S is 

the Sorptivity parameter that is function of soil matrix forces 

(LT−0.5), and A is the soil parameter related to transmission of 

water through soil or gravity force(LT−1). 

 
 Model performance evaluation criteria 

To analyze the capability of various modeling methods in esti- 

mating infiltration rate of soil, correlation coefficient (CC), 

root mean square error (RMSE), and Nash–Sutcliffe model 

efficiency (NSE) values were calculated using the training and 

the testing data-sets. 

0.4 CC =  � n HF−( H)( F) 
∑ 2 ∑ 2 

�  
∑  2 ∑ 2 (4) 

0.2 

0 

 

 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 

n( H )−  ( H) n( F )−(  F) 

 
. n 

Actual Infiltration rate (cm/min.) 
. 1 , 2

 

RMSE = ( (H − F) (5) 

 
Figure 7. Performance of conventional models. 
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Site No. = 2.5 min. (cm/min.) rate (cm/min.) Clay (%) Silt (%) Sand (%) Bulk density (g/cc) Moisture content (%) 

1 0.32 0.15 10 50 38 1.423 2.73 
2 0.32 0.11 12 58 30 1.42 3.08 
3 0.36 0.13 12 50 38 1.79 2.58 
4 0.36 0.14 14 50 36 1.63 2.49 
5 0.64 0.28 26 44 30 1.44 2.37 
6 0.56 0.20 25 49 26 1.448 2.37 
7 0.60 0.20 16 51 33 1.4 2.48 
8 0.12 0.08 18 62 20 1.08 3.84 
9 0.8 0.24 28 55 17 1.3 2.24 
10 0.44 0.1 16 65 19 1.27 1.66 
11 0.44 0.14 18 53 29 1.4 2.18 
12 0.76 0.14 20 51 29 1.24 1.71 
13 0.48 0.16 24 49 27 1.32 1.95 
14 0.36 0.12 52 37 11 1.56 2.42 
15 1.48 0.38 50 44 6 1.46 2.3 

16 1.56 0.38 42 37 21 1.48 2.3 

 

Input parameter Data Min.
 Max.

 Mean.
 St. dev. 

T (min.) Train 2.5 70 24.14286 16.84141 
 Test 2.5 70 22.9 16.67792 
C (%) Train 10 52 23.61905 13.04901 
 Test 10 52 24.92 12.90758 
Si (%) Train 37 65 50.57143 7.623165 

 Test 37 65 49.84 7.399283 

 
Sa (%) Train 6 38 25.65714 9.247483 model 

 Test 6 38 25.16 9.051688  

B (g/cc) Train 1.08 1.79 1.417771 0.166352  

 Test 1.08 1.79 1.41888 0.150154  
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Figure 8. Performance of GP models during training and testing stages. 

 

Table 6. Genetic operators implemented in GEP. 
 

 

Parameter Description Value 

A Mutation rate 0.00136 
B Inversion rate 0.00546 
C One-point recombination rate 0.00277 
D Two-point recombination rate 0.00277 
E Gene recombination rate 0.00277 
F Gene transposition rate 0.00277 

 
 

3. Materials and methods 

 Study area 

Davood Rashid and Honam covering two parts of Lorestan 

province and Kelat area in Ilam province (Iran) were selected 

for measurement of infiltration. Davood Rahid area is located 

at 47°41′34.21″E and 33°33′30.31″N, Honam area is located at 

48°16′41.97″E and 33°47′20.01″N, and Kelat area is located at 

47°50′38.97″E and 32°38′26.37″N. Figure 4 showed the study 

area. Table 1 showed the coordinate system of all locations. 
n 

NSE = 1 − ∑ 
i=1

 

i=1 

(H − F)2 

(H − H̄ )2 
(6)  

 Methodology 

where H = observed values, F = predicted values, H̄  = mean of 

observed values, n = number of observations. 

Infiltration rates were observed with the help of a cylindrical 

infiltrometer for all the selected sites. As shown in Figure 5, the 
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Figure 9. Performance of GEP models during training and testing stages. 
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Table 7. Formulation in GEP. 
 

 

G1C3 = - − 8.22604555009296 
G8C0 = − 1.47033398526557 

 

y0 = − 0.0 
y1 = − tan(sin(G1C3)) 
y2 = − y1 + tan(tan((((d[Silt]*d[Time])*(log(sin(d[Time]))/log(10)))*d[Silt]))) 
y3 = − y2 + sin(d[Sand]) 
y4 = − y3 + sin(sin(sin((sin(sin(log(cos(d[Clay]))))*d[Time])))) 
y5 = − y4 + ((log((sin((d[Sand]*cos(d[Silt])))+cos((d[Time]*d[Sand]))))/ 
log(10))+d[Silt]) 

y6 = − y5 + (cos((d[Clay]*cos(d[Silt])))+(d[BD]−(cos(d[Clay])+d[BD]))) 
y7 = − y6 + tan(tan(tan(tan(((log(sin(sin(d[Time])))/log(10))*d[Time]))))) 
y8 = − y7 + (d[Clay]/cos(sin((tan(cos(d[Clay]))*(G8C0+sin(d[Silt])))))) 
result = Y8 

 
 

 

cylindrical infiltrometer has two concentric rings. The diameter 

of the central and outer rings was 30 and 60 cm, respectively, 

with 30 cm depth. The rings were driven at about 10 cm deep 

in soil using falling weight-type hammer striking on a wooden 

plank placed on the top ring uniformly without disturbance 

of soil surface or minimum disturbance. Both rings were filled 

with water to equal depth and the initial reading of the water 

level was noted. The level of water in the central ring of infil- 

trometer was recorded at a regular interval of 2.5, 5, 10, 15, 20, 

25, 30 min. until the rate of infiltration became constant. The 

infiltration rate was then calculated from the observed cumu- 

The steps (optimum performance evaluation parameters) of 

flowchart were repeated till optimum user-defined parameters 

were achieved. The performance evaluation parameters such as 

CC, RMSE, and NSE were used to compare the performance 

of conventional and soft computing-based infiltration models. 

 
 Data-set 

To assess the effectiveness of GP, GEP, GRNN, and ANN to 

estimate the infiltration rate of the soil, data used in the pres- 

ent study were taken from field data. In this study, the data- 

set contains 155 experimental observations. Out of the 155 

observations, arbitrarily selected 105 readings were selected 

for preparing, whereas the rest 50 were selected for testing 

the models. To estimate the infiltration rate of soils, six input 

parameters, time (T) in percent, moisture content (W) in per- 

cent, percentage of clay (C) silt (Si) and sand (Sa), and bulk 

density (B) in g/cc, were used, whereas infiltration rate f(t) in 

cm/min was the output. Table 3 provides the characteristics of 

the training and testing data-sets. 

 
4. Result and discussion 

Kostiakov model 

lative infiltration data. The observations of initial and final 

infiltration rate and properties of the soil are listed in Table 2 

for all the sites. The soil samples for the calculating soil prop- 

 
Philip’s model 

f ( t)= 0.8924t−0.44 (7) 

erties were collected from a site close to the location selected 

for the measurement of infiltration rate. Moisture content was 

1 
f (t)= 

2
1.7787 t 

−0.5 + 0.0381 (8) 

determined by gravimetric method. 

Flowchart of the research is presented in Figure 6. The initial 

step was the selection of site and instrument for experimenta- 

tion. Total data were divided into two randomly selected parts of 

training (105) and testing (50). Training data-set was selected to 

calibrate the conventional and soft computing-based infiltration 

models and testing data-set was selected to validate the models. 

Results of Kostiakov model and Philip’s model were plotted ver- 

sus actual infiltration rate and are shown in Figure 7. Standard 

error indices including CC, RMSE, and NSE were implemented 

to access the accuracy of the conventional models. (see Table 4). 

As shown in Table 4 and Figure 7, the outcomes of Kostiakov 

and Philip’s models are not satisfactory in predicting the infil- 

tration rate of soils for this data-set. 

 

 

 
 

Figure 10. Expression of the GEP models. 
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Figure 11. Performance of GRNN models during training and testing stages. 
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Figure 12. Performance of GRNN models during training and testing stages. 
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 Results of Gaussian process (GP) 

Developing Gaussian process regression-based models 

(Gaussian noise, γ, σ, and ω) is a trial and error process. Two 

 

Table 8. Performance of GP, GEP, GRNN, and ANN models. 

Performance evaluation parameters 

Training Testing 
 

 

kernel functions (PUK and RBF) were used to develop the 

models. Gaussian noise (0.1) was kept constant for both kernels 

for the fair comparison of models. The optimum user-defined 

parameters are shown in Table 5. During the GP model devel- 

opment (Table 8), it was found that the RBF kernel has a better 

performance compared with PUK kernel function. The perfor- 

mance of GP models in every stage of development (training 

and testing) is presented in Figure 8. To examine the accuracy 

of these models, error indices for every stage of preparation 

were estimated and shown in this figure. The CC values of RBF 

kernel function-based GP model were obtained as 0.9950 and 

0.8723 for training and testing, respectively. Overall, assess- 

ing Figure 8 shows that the exactness of the RBF kernel func- 

tion-based GP model is suitable for predicting the infiltration 

rate of the soil. It is notable that in these figures the actual is 

associated with actual values and GP_RBF is associated with 

the results of the RBF kernel function-based GP model. 

 

 

 

 

 

 

 

 

 

 
proaches. 

RMSE 
(cm/ 

RMSE 
(cm/ 

 
 Results of GEP 

Table 10. Sensitivity analysis using ANN.  

ANN 

Developing the GEP model is similar to developing the GP 

model, based on a data-set. Design of GEP includes chromo- 

somes and quantity of genes. In this study, 300 chromosomes 

and quantity of gene is 8 selected. Genetic operations used in 

GEP modeling are shown in Table 6. Results of GEP model 

to estimate infiltration rate of soil are shown in Figure 9. The 

optimum parameters of GEP models are shown in Table 6. As 

shown in Figure 9, the performance and error are plotted as 

well as assessing the performance of the GEP model in training 

 
Input 
combination 

Input 
parameter 
removed 

 
Coefficient of 
correlation 

Root mean 
square error 
(cm/min.) NSE 

and testing periods. The CC of GEP model was 0.8481, 0.8020, 

RMSE values 0.1807, 0.2158, and NSE values 0.7153, 0.6343 

for the training and testing periods, respectively. The formula- 

tion and expression for the GEP were tabulated in Table 7 and 

Figure 10, respectively. 

 
 Results of GRNN 

Developing the GRNN model is similar to GP and GEP mod- 

els. Development of GRNN is also based on the data-set. For 

preparing the GRNN model, spread (s) needs to be selected. 

Choosing the value of spread is a trial and error process. In this 

study, the optimum value of spread was achieved at 0.2. During 

the GRNN training, the obtained value for CC is 0.9238, for 

RMSE 0.1139, for NSE 0.7759 and when testing the model, the 

CC was 0.7984, the RMSE 0.1386, and the NSE 0.6071. To give 

more information about the GRNN model performance, the 

agreement, performance, and error distribution were plotted 

during both stages of model development (Figure 11). 

 
 Results of ANN 

Developing the ANN model (e.g. number of neurons in hidden 

layer, number of hidden layers, momentum, learning rate, iter- 

ation, etc.) is a trial and error process. ANN model contains a 

single hidden layer with 9 neurons, momentum = 0.2, learning 

rate = 0.1, and iteration = 1500. The performance of the ANN 

model is shown in Figure 12. As shown in Table 8, ANN model 

obtained CC = 0.9133, RMSE = 0.0911, and NSE = 08302 for 

the testing stage. Overall, assessing Table 8 and Figure 12 shows 

that the accuracy of ANN model was more suitable for the 

estimation of the infiltration rate. 

 
 Comparison of models 

Comparison of the soft computing-based models with the con- 

ventional models shows that these models perform better than 

conventional models (Table 4 and Table 7). Comparison of soft 

computing models indicates that ANN models work well than 

other soft computing-based models. RBF and PUK kernel func- 

tion-based GP models work well than GEP and GRNN models. 

The comparison of RBF kernel-based GP model with PUK 

kernel function-based GP model in Table 8 indicates that RBF 

kernel-based GP model works better than PUK kernel func- 

tion-based GP model. Single-factor ANOVA results (Table 9) 

show that F-values were less than f-critical and P-values were 

greater than 0.05, suggesting that the difference in the esti- 

mated values of GP, GEP, GRNN, ANN and actual values is 

insignificant. To compare the performance of GP, GEP, GRNN, 

and ANN models, agreement, performance, and error were 

plotted in Figure 13 for both training and testing stages. It can 

be observed from the figure that the estimated values produced 

by ANN model were in extreme proximity to the actual infiltra- 

tion rate and the estimated infiltration rate is found to chase a 

similar pattern as that of the actual infiltration rate of the soil. 

 
 Sensitivity study 

A sensitivity study was performed to find the main sig- 

nificant input parameters in the estimation of infiltration 

Approaches CC min.) NSE CC min.) NSE 

GP_PUK 1.0000 0.0190 0.9938 0.8323 0.1269 0.6706 
GP_RBF 0.9950 0.0305 0.9839 0.8723 0.1086 0.7589 
GEP 0.8481 0.1807 0.7153 0.8020 0.2158 0.6343 
GRNN 0.9238 0.1139 0.7759 0.7984 0.1386 0.6071 

ANN 0.9816 0.0502 0.9564 0.9133 0.0911 0.8302 

 
 

Table 9. Result of Single-Factor ANOVA test for GP, GEP, GRNN, and ANN ap- 

 

Approaches F P-value F critical 

GP_PUK 0.001559 0.968581 3.938111 
GP_RBF 0.022204 0.881853 3.938111 
GEP 0.263606 0.608809 3.938111 
GRNN 0.103051 0.748882 3.938111 

ANN 0.041871 0.838288 3.938111 

 

T, C, Si, Sa, B, W  0.9133 0.0911 0.8302 
C, Si, Sa, B, W T 0.6347 0.1716 0.3977 
T, Si, Sa, B, W C 0.9068 0.0933 0.8218 
T, C, Sa, B, W Si 0.8679 0.111 0.7481 
T, C, Si, B, W Sa 0.8982 0.0975 0.8056 
T, C, Si, Sa, W B 0.92 0.0874 0.8439 

T, C, Si, Sa, B W 0.8944 0.1074 0.7639 
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Figure 13. Performance of GP, GEP, and GRNN models. 
 

rate of the soil. For this, ANN model performing best with 

this data-set was selected. Several sets of training data were 

generated by eliminating single input parameter at a time 

and outcomes were recorded in terms of CC, RMSE, and 

 

NSE with the testing data-set. Results from Table 10 suggest 

that time has an important role in predicting/estimating 

the infiltration rate of soil in comparison to other input 

parameters. 
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5. Conclusion 

Prediction of the infiltration rate is an essential element of 

hydrologic design, watershed management, irrigation, and 

agriculture studies. Results of this study showed that estimat- 

ing the infiltration rate of soil with conventional formulae leads 

to apparently incredible errors in calculation. Based on the 

obtained results, the ANN model has a suitable capability to 

predict the infiltration rate of the soil. The ANN model also 

provides better performance than the GP, GEP, and GRNN 

models. Sensitivity results suggest that time is the most impor- 

tant parameter when ANN-based modeling approach is used 

for predicting the infiltration rate of soil for this data-set. 
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